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PREFACE

A NATO Advanced Study Institute (ASI) on the Behavior of Systems in the
Space Environment was held at the Atholl Palace Hotel, Pitlochry,
Perthshire, Scotland, from July 7 through July 19, 1991. This publication
is the Proceedings of the Institute.

The NATO Advanced Study Institute Program of the NATO Science
Committee is a unique and valuable forum, under whose auspices almost one
thousand international tutorial meetings have been held since the inception
of the program in 1959. The ASI is intended to be primarily a high-level
teaching activity at which a carefully defined subject is presented in a
systematic and coherently structured program. The subject is treated in
considerable depth by lecturers eminent in their tield and of international
standing. The subject is presented to other scientists who either will
already have specialized in the field or possess an advanced general
background. The ASI is aimed at approximately the post-doctoral level.

This ASI emphasized the basic phyiics of the space environment and
the engineering aspezts of the environment's interactions with spacecraft.
The objective of the ASI was to bring together the latest data
characterizing the space environment and the analyses of the interactions
of spacecraft systems operating in that environment. The timeliness of this
ASI is highlighted by the convergence of two major science and technology
endeavors. The first is the emerging perspective of the space environment
that has resulted fr om the vast quantity of new data on space physics that
has been obtained recently. These data have provided a revised
understanding of the near-earth space environment as well as the
interplanetary regions. The second is related to the worldwide renewal of
interest in extended space operations for military, commercial, and
scientific missions.. The ability of the spacecraft engineers to properly
design and build spacecraft to accommodate the interactions of their
systems with the space environment will pace the future uses of space.

The theme of the Institute was -he enhancement of scientific
communication and exchange among academic, industrial, and government
laboratory groups having a common interest in the behavior of systems in
the environment of space. In line with the focus of the Institute, the
program was org4nized into three main sessions: an introduction to and
historical perspective of the space environment; the physics of the
interactions of materials and components with the space environment; and,
lastly, the engineering of systems for operations in the environment.

The first session opened with an historical overview of the
exploration of the space environment. Early scientific endeavors to
understand the upper atmosphere, the Earth's magnetic field, solar

ix
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x THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

radiation, the ionosphere, and Van Allen Belts were presented by a pioneer
in the field. This was followed by an overview of the environment from a
systems perspective with an emphasis on the environmental factors affecting
system performance and lifetime. Individual lectures were then given to
detail and update the data and understanding of the roles of the Sun,
magnetosphere, upper atmosphere, ionosphere, cosmic and energetic particle
radiation, and micrometeoroid and debris fluxes. The dynamics and cyclic
variations of these sources and their features were discussed as well as
the attempts to model them.

To understand the fundamentals of the behavior of systems in the
space environment, lectures were organized in the second major session on
the interaction of the space environment with materials and system
components. As the multi-disciplinary character of the interacting
environment developed, the lectures began to focus on the total,
synergistic effect of the environment on systems: the erosion of
spacecraft materials by atomic oxygen, Shuttle experiments including the
Long Duration Exposure Facility (LDEF), synergistic effects due to VUV
radiation and a detailed description of the local neutral spacecraft
environment due to outgasing and plume impingements. Detailed modeling of
particle emission by surfaces, low-density wake phenomena and anomalies due
to spacecraft orientation, and radiation damage to surfaces and materials
were also presented. The session concluded with lectures on particle
transport simulation methods useful in the study of shielding effects,
spacecraft charging from the space plasma, and several other plasma
phenomena affecting spacecraft operations.

The final session included lectures covering specific space systems
and missions. The experimental, theoretical, and computational research
efforts that comprise the SPEAR (Space Power Experiments Aboard Rockets)
program were presented together with a comprehensive review of the latest
results from LDEF, a detailed analysis of the Oedipus-A experiment (a
rocket-launched double payload connected by an electrically conducting
tether, 960 m long), and an analysis of the CRRES mission. Finally, the
limitations imposed by the environment on human performance and on future
commercial activity were reviewed.

The initial pace of the Institute allowed ample time for informal
discussion sessions to be organized and scheduled by the participants and
lecturers with the encouragement and assistance of the Directors. As the
Institute progressed, the interest and demand for these additional sessions
grew and they consumed much of the unscheduled time. A departure from the
normal format of an ASI which greatly enhanced this Institute was the
opportunity for participants to contribute poster papers in two evening
sessions. The posters remained in place during virtually the entire ASI and
served as a catalyst for technical interaction among the participants
during all of the breaks. Thirteen of these poster papeis have been
selected by the editors for inclusion in the proceedings and are presented
in the appendix.

The Institute was attended by one hundred participants and lecturers
representing Canada, Finland, France, Germany, Greece, India, Ireland, the
Netherlands, the Republic of China, Turkey, the United Kingdom, and the
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United States. A distinguished faculty of lecturers was assembled and the
technical program organized with the generous and very capable assistance
of an Advisory Committee composed of Dr. Jean-Claude Mandeville (France),
Dr. Rarty Liang (USA), Frofessor J. A.M. McDonnell (UK), Dr. Gordon L.
Wrenn (UK), Dr. Carolyn Purvis (USA), and Professor R. C. Tennyson
(Canada). The Institute was organized and directed by Dr. Robert N. DeWitt
(USA), Dr. Dwight Duston (USA), and Dr. Anthony K. Hyder (USA).

The value to be gained from any ASI depends on the faculty - the
lecturers who devote so much of their time and talents to make an Institute
successful. As the reader of these proceedings will see, this ASI was
particularly honored with an exceptional group of lecturers to whom the
organizers and participants offer their deep appreciation.

We are grateful also to a number of organizations for providing the
financial assistance that made the Institute possible. Foremost is the NATO
Scientific Affairs Division which provided not only important financial
support for the Institute, but equally important organizational and moral
support. In addition, the following institutions made significant
contributions: Auburn University, Naval Surface Warfare Center, Strategic
Defense Initiative Organization, Air Force Office of Scientific Research,
Air Force Phillips Laboratory, EOARD in London, Industrial Technology
Research Institute, Naval Research Laboratory, Jet Propulsion Laboratory,
and the NASA Centers for the Commercial Development of Space.

It is r pleasure to acknowledge the. work of the Institute
administrative and secretarial staff whose tireless efforts were critical
to the success of the Institute: Don Parrotte and Jerri LaHaie of the
Continuing Education Office of Auburn University, Alice Gehl of the
Strategic Defense Initiative Organization, Maria Baxter of the Naval
Surface Warfare Center, and Alison Rook of the University of Kent.

We would also like to thank Dougal Spaven, the general manager of the
hotel hosting the ASI; his wife, Sally, whose extensive knowledge of
Scottish lore made the excursions as informative as the Institute; and all
of the staff at the Atholl Palace Hotel for a truly enjoyable and memorable
two weeks in the Scottish Highlands. Their warm friendliness made all the
attendees feel most.welcomed and the superb accommodations, meals, service,
and meeting facilities cf the Atholl Palace made the venue ideal for an
ASI. To the Tenth Duke of Atholl, our thanks for the use of Blair Castle
for a magnificept banquet and for an evening that will long remain in the
memories of all who were there.

A very special acknowledgment goes to Susie M. Anderson and her staff
at the EG&G Washington Analytical Service Center in Dahlgren, Virginia.
They undertook the very challenging task of centrally retyping the
lecturers' manuscripts and of producing a camera-ready document for Kluwer
Academic Publishers. Thank you all for your long hours and hard work.

One of the editors (AKH) would like to acknowledge especially the
Space Power Institute and Auburn University for the encouragement they have
given before, during, and long after the time of the ASI. Much of the work
of organizing the ASI was done while this editor was on the faculty of
Auburn and the continued support of the University is greatly appreciated.
To Paul Parks, Frank Rose, Ray Askew, and Cal Johnson: thank you!
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And, finally, all of our thanks go to the people of Perthshire,

Scotland, who certainly displayed, in every way, Ceud Mile Failte' (Gaelic
for 'A Hundred Thousand Welcomes' ),

Robert N. DeWitt
Dwight Duston
Washington, DC USA

Anthony K. Hyder
Notre Dame, Indiana USA

December, 1992
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NEAR EARTH SPACE, A HISTORICAL PERSPECTIVE

H. FRIEDMAN
U.S. Naval Research Laboratory
Washington, DC

ABSTRACT. Early scientific interest in the upper atmosphere stemmed from
observations of the earth's magnetic field and studies. of auroras.
Marconi's successful transmission of a radio signal across the Atlantic led
to the concept of the ionosphere. Further progress was slow until the
advent of rockets and satellites to study the terrestrial environment
directly at high altitudes. The discoveries of solar x-rays, extreme
ultraviolet light and the solar wind, followed by the Van Allen Belts, led
to a rapid maturing of contemporary solar-terrestrial and magnetospheric
physics.

Introduction

William Gilbert wrote in 1600 - "the terrestrial globe is itself a great
magnet" - with north and south poles defining the axis of a simple dipole.
Its field was believed to stretch undistorted into the far reaches of outer
space. Modern space observations have shown that the dipole field is
grossly distorted by the pressure of a solar wind of charged particles in
the near space environment to form a magnetosphere, a magnetically confined
plasma regime of great complexity and dynamic variability. The interface
between the plasma environment entrained by the magnetosphere and the
interplanetary medium is called the magnetopause.

Across the interplanetary gap, the solar wind of protons and
electrons (density - 107/M3, temperature - 10 K) flows at several hundred
km/s toward the Earth and is diverted around the magnetopause by the
pressure of the terrestrial magnetic field. A collisionless shock wave
forms upstream of the magnetopause, and the solar wind is heated and
decelerated at a bow shock. Near the base of the magnetosphere, where the
magnetic field enters the upper atmosphere, solar ionizing radiation
creates the ionospheric plasma. In the context of modern astrophysics,
magnetospheric studies of the terrestrial environment have broad relevance
to most of the solar system planets and such exotic objects as neutron
stars with magnetic fields trillions of times as strong as Earth's.

I
R. N. DeWitt et a. (eds.). The Behavior of Systems bs the Space Environment, 1-22.
0 1993 Kluwer Academic Publishers. Printed in the Netherlands.



f. 2 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

Early Studies of the Ionosphere

The perception of solar terrestrial connections did not develop until late
in the 19th century. Earlier, the great physicist Lord Kelvin claimed
absolutely conclusive evidence against the supposition "that terrestrial
magnetic storms are due to the magnetic action of the Sun: or to any kind
of dynamical action taking place within the Sun, or in connection with
hurricanes in his atmosphere, or anywhere near the Sun outside," and
further, "that the supposed connection between magnetic storms and sunspots
is unreal,' and the seeming agreement between the periods has been mere
coincidence." Kelvin's great prestige set back studies of
solar-terrestrial relationships for decades.

Late in the nineteenth Century, Great Britain initiated the operation
of a network of magnetic observatories throughout the colonial empire.
Colonel Sabine of the British Army noted that by "a most curious
coincidence" the magnitude and frequency of magnetic disturbances followed
in rhythm with the appearance and disappearance of sunspots. Careful
observations also showed that the direction of the compass needle swung in
a regular fashion over a diurnal cycle. At times the fluctuations became
more intense and rapid, especially in the auroral zones. Such disturbances
were called magnetic storms. Earth and Sun were presumed to be separated
by empty space and the sporadic appearance of auroras to be caused by
direct streams of particles from the sun with no sensible interplanetary
medium to intervene.

With later understanding of the interactions of charged particles and
magnetic fields, solar energetic particles were thought to be guided from
Sun to Earth along magnetic field lines. Arriving at the north and south
magnetic poles, they were deposited in two ring shaped ovals within the
Arctic and Antarctic zones. By timing the excitation of auroras and
magnetic storms relative to the appearance of flares on the Sun, the travel
speed was estimated at 500 miles per second over the 93 million miles from
Sun to Earth.

Friedrich Gauss, as early as 1839, had interpreted fluctuations in
the magnetic compass to indicate the passage of electric currents at high
altitude. In 1882, the Scotsman, Balfour Stewart, wrote an article for the
Encyclopedia Britannica in which he envisioned a great dynamo in the sky.
In essence, Stewart proposed the existence of an ionosphere in which
electric currents were generated by tidal movement of ionized air above 100
km driven by solar heating. The vertical movement is two or three km,
sufficient to generate great horizontal current sheets of electricity. As
the sub-solar point travels westward around the earth, the current sheets
remain pinned under the Sun, thus producing a daily pattern of magnetic
variation at any particular point on earth. Observations at magnetic
observatories near the geomagnetic equator showed very strong variations,
indicative of circulating systems of electric currents of opposite symmetry
in the northern and southern hemispheres. These currents jointed at the
equator to form a strong flow from west to east at 11 A.M. local time.
Sydney Chapman coined the name Equatorial Electrojet.

The earliest history of ionospheric studies is linked to the
experiments of Guglielmo Marconi. In 1895, when he was only 21, he built
a demonstration wireless telegraph on his father's estate near Bologna.
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On December 12, 1901, he transmitted a simple Morse Code signal from
England to Newfoundland, a distance of 1800 miles, to the amazement of
scientists who could not fathom how the waves got around the curvature of
the earth. In 1902, Arthur E. Kennelly proposed that radio waves overcame
the curvature of the Earth by reflection from an electrically conducting
layer at a height of about 50 miles. Oliver Heaviside made a similar
proposal almost simultaneously; the ionized layer came to be called the
Heaviside layer.

Pioneering research on the ionosphere was carried out in England by
Edward Appleton and his student Miles Barnett and in the United States by
Edward 0. Hulburt and E. Hoyt Taylor at the Naval Research laboratory and
Gregory Breit and Merle Tuve at the Carnegie Institution. The British team
set out to determine the height of reflection of a continuous wave.
Appleton prevailed on the British Broadcasting Company to provide him with
a continuously varying wavelength from London at the end of the broadcast
day so that he could detect the interference pattern of ground and sky wave
at Oxford. With Barnett he observed the elapsed time between emission and
reception of the same frequency, as the broadcast frequency was oscillated
back and forth. Early experiments used lower frequencies that only probed
the lowest portion of the reflecting layer. Later, as Appleton increased
the frequency, he found a higher region of reflection. By 1927 he could
discriminate three regions which he labelled D, E and F layers in order of
increasing height. For these experiments Appleton subsequently received
the Nobel Prize.

Skip Distances

Much of the early research by the NRL scientists co-opted the participation
of large numbers of radio amateurs (*hams") who used vacuum tubes with
power outputs of less than 50 watts to communicate with each other around
the world. Transmissions were confined to very short waves - less than 200
meters. Analysis of their records revealed that shortwaves skipped over
a "zone of silence" surrounding the transmitter to a distance of 20 or 30
miles and were received out to distances of hundreds of miles.

Hulburt and Taylor showed that the waves were reflected only when the
angle of incidence exceeded a minimum value. At smaller angles the waves
penetrated the reflecting region and escaped into space. At night, skip
distances were greater than during the day and greater in winter than in
summer in temperate latitudes. From these simple observations Hulburt
calculated the height of reflection and derived a good value for the
electron density - about one million electrons per cubic inch at a
reflection height of about 100 miles. By 1926, Hulburt and Taylor had
enough evidence to publish a remarkably accurate account of the diurnal
variation of ionospheric density as it related to solar elevation.

As the work on skip distances with their amateur cohorts progressed,
Hulburt and Taylor soon demonstrated that transmissions at 100 watts could
carry over several thousand miles; raised to kilowatts, the signals could
be detected even after twice circling the earth. Perhaps the most
impressive demonstration of the usefulness of their new mode of
comuimnication came in connection with Admiral Richard E. Byrd's pioneering
flight to the South Pole on November 29, 1929. His plane had very little
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power available for radio communication. The solution was to match a

program of progressive change in wavelength with distance over the course
of the flight. For the first 200 miles it was reduced to 45 meters and for
the final 380 miles to 34 meters. Thus was radio contact maintained over
the full distance of the flight.

The possibility of pulse reflection methods occurred to several
groups of investigators during the early twenties, but the difficulties of
measuring mtllisecond intervals between transmission and reception with the
string galayanometers of the time discouraged such efforts. Finally, in
the winter of 1924-25 Breit and Tuve at the Carnegie joined with Hulburt
and Taylor at NRL to beam pulses at 4.2 Mhz from a l0-kw shortwave
transmitter to the Carnegie receiver 7 miles away. Breit and Tuve devised
a multivibrator keying circuit to pulse at full power for one tenth of a
millisecond at 80 cycles per second. The receiver was then moved to NRL
and placed close to the transmitter with both looking upward. Precise
phase measurements with a range sensitivity of about 20 meters were
achieved. This Nionosonde" was the forerunner of the ionospheric probes
that came to be used worldwide and were a major component of the program
of the International Geophysical Year (ICY). It was incidental to these
early experiments that Tuve became exasperated by the repeated interference
caused by approaching aircraft. When his complaints reached military ears
the seeds of the concept of radar were planted.

The Rocket Era

As ionosonde efforts proliferated, the motivation was primarily to improve
the quality of long distance radio communication. Fundamental
understanding of Sun-Earth relationships could not have developed
significantly without the new capability of in-situ measurements at high
altitude that came with post-World War II rocketry. Among the more notable
achievements were the direct measurement of atmospheric composition with
mass spectrometers and the sensing of the electron density profile of the
ionosphere with dual frequency radio transmitters carried on rockets.

Before V-2 rockets were brought to the White Sands Missile Range, no
direct measurements were available of solar ionizing radiation nor of the
basic parameters of the upper atmosphere-density, temperature and
composition. Solar flares certainly were responsible for radio fadeout but
there was no physical connection that could be attributed to the bright
flash of optical radiation that signaled the flare. Early correlations of
cosmic ray intensities with magnetic field variations seemed clear, but the
physical connection was mysterious. Strangely, scientists did not
conceptualize a magnetosphere even though Carl Stormer began to develop the
essentials of a mathematical model as early as 1907. The word
magnetosphere was coined only after the discovery of the Van Allen
radiation belts in 1958.

Auroral studies had a high priority in ICY planning even though the
enormous advantages to come with the use of rockets and satellites were
barely appreciated. In the antecedent First and Second Polar Years
adventurous scientists trekked to Arctic regions with their optical
instruments. For the ICY, auroral morphology was documented by an
extensive network of all-sky cameras that photographed the Arctic sky from
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horizon to horizon. All told, there were 114 cameras in operation in the

Arctic and Antarctic. To follow the development of auroral forms hundreds

of thousands of photographs were taken at one-minute intervals through the
night. Most auroral observations were made by amateurs who fed 18,000
hourly reports on standardized forms to an Auroral Data Center at Cornell
University. Contrast that tedious effort with the remarkable images from
space with later generation satellites like the Dynamics Explorers.

The V-2 Rockets

Early on there were no significant hints of the importance of solar x-rays
in establishing the ionization balance of the lower ionosphere. In 1928,
Hulburt proposed that it was solar ultraviolet at extremely short
wavelengths that was ionizing the upper atmosphere. By 1930, he had become
convinced that there was a connection between solar ultraviolet, sunspots,
magnetic storms and the disturbance of radio communications. In 1935, J.H.
Dellinger reported on a series of sudden ionospheric disturbances (SID) and
urged a collaboration of astronomers and ionospheric scientists to try to
understand the physical process. At roughly the same time, Robert H.
Goddard was progressing with his development of a liquid fueled rocket to
carry instruments to high altitudes. In correspondence with John Fleming
at the Carnegie in the early 1930s, Hulburt commented on the suggested
theoretical match between atmospheric absorption of soft x-rays and the
overhead ionization. He suggested that a good experiment would be to fly
a photographic film covered with a thin aluminum foil in one of Goddard's
rockets to detect solar x-rays.

World War II diverted the thoughts of most American scientists from
upper air research and solar astronomy. At the time, the only serious
American effort went into developing the bazooka, a hand held tube that
rested on an infantryman's shoulder to launch a military rocket. By 1942,
however, NRL undertook a program to develop guided missiles. The JB-2 was
a U.S. version of the German V-1 buzz bomb and the Lark was a rocket
propelled guided missile for ship to air.

By the end of the war the U.S. military was convinced of the
important need for a substantial effort in rocket development. Enter the
German V-2, captured by the victorious western allies and transported to
the U.S. testing and proving grounds at White Sands, N.M. The V-2 created
the opportunity for the new age of rocket high altitude scientific
research. The first V-2 launch from White Sands took place on April 16,
1946. Some 60 launches were carried out up to the fall of 1952 when the
supply was exhausted.

The V-2 was powered by 10 tons of alcohol and LOX. At takeoff it
generated 28 tons of thrust and accelerated to 6 Gs. The most successful
flight reached 170 km and lasted 450 seconds, with about 270 seconds above
80 km. During powered flight, the rocket was guided by graphite steering
vanes that deflected the exhaust stream of hot gas. Upon landing in
streamline flight on the desert floor, the rocket usually created a crater
more than 80 feet in diameter, and the remains were almost totally
incinerated. Rarely did the V-2 fly like an arrow; as often as not the
rockets tumbled and faltered. Some burned up furiously upon ignition. One
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took off in horizontal flight to land on the edge of Juarez, across the
Mexican border.

Early participants in the V-2 program included The Johns Hopkins
Applied Physics Laboratory, Harvard, Michigan and Princeton Universities,
the U.S. Army Signal Corps, the U.S. Air Force and the U.S. Naval Research
Laboratory. The NRL program had several components directed toward studies
of the upper atmosphere and ionosphere and the radiation spectrum of the
Sun. From the standpoint of understanding solar terrestrial physics, the
early observations with broadband photon counters in the ionizing
ultraviolet and x-ray regions of the spectrum were the most successfully
diagnostic. The picture that emerged from solar rocket astronomy was
markedly different from that previously held. The visible Sun resembles
a 6000 K black body with a spectral maximum near 5000 A. At shorter
wavelengths, the black body emission would be expected to decrease rapidly
and at x-ray wavelengths to be almost inconsequential. Some clue to x-ray
emission came from observations of an extended corona at times of total
eclipse. To support such a far-reaching bag of gas against the pull of
solar gravity required a coronal temperature of the order of a million
degrees - an x-ray radiating plasma, but so thin as to have a very small
emissivity.

Solar X-rays and Extreme Ultraviolet

In 1949 NRL carried out a definitive experiment on V-2 #49 in which
the solar radiation flux was observed by telemetered signals from a set of
photon counters over the altitude range from the base of the ionosphere up
to 50 km. At the time, the simple Chapman theory of the formation of an
ionized layer by the absorption of monochromatic radiation was thought to
apply. The new rocket data in a band centered near 8 A showed that the
ionizing radiation was an x-ray continuum that produced an E-region rather
than an E-layer. Subsequent measurements traced the merging of E-region
with the higher F-region produced by extreme ultraviolet radiation.

The D-region, near 80 km, coincided with the altitude profile of
absorption of the resonance line of hydrogen Lyman-alpha at 1216 A, but
D-region formation presented a puzzle. H Lyman alpha, which originates in
a thin layer of the solar chromosphere, contains most of the solar energy
in the extreme ultraviolet, but it cannot ionize any major component of the
atmosphere. Marcel Nicolet found the answer in nitric oxide. A
concentration of only one part in 10' could be ionized with high enough
efficiency by Lyman-alpha to produce the observed D-region.
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Fig. 1: The depth at which solar radiation penetrating the atmosphere is
attenuated to e-' in the wavelength range 0.1 to 1000 A.

In the broad span of the Schumann region from 1450 A to 1750 A. the
profile of solar radiation absorption indicated the persistence of
molecular oxygen well above the altitudes at which dissociation was thought
to be complete. Schumann radiation produced no ionization but played an
important role in shaping the ionosphere by dissociating molecular oxygen.
Molecular oxygen ions control the rate of neutralization of ionospheric
electron density much more rapidly than atomic oxygen ions. The
concentration of molecular oxygen provided dissociative recombination at
a high rate well into the F-region. In effect, these early results were
sufficient to explain the basic outline of the ionosphere under a quiet
sun. All that remained to complete the model of solar control of the
iouosphere were measurements of the helium resonance lines in the extreme
ultraviolet at 304 A and 584 A plus groups of spectral lines of lesser
combined intensities in neighboring wavelengths that affected the higI •st
F-region.

Following the initial measurements of solar x-rays (1 to 8 A), broad
band photometry of the x-ray spectrum was progressively extended to about
44 A. The spectral distribution fit well with a thermal source at a
temperature of a few million K. Successive measurements at intervals of
months to years showed positive correlations of flux variations as much as
a factor of 7 for x-rays (8-20 A) with the concentration of sunspots and
with variations in electron density in the ionosphere.
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Fig. 2: The dashed curve, 1, is the ionization rate produced by the X-ray
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ionization rate produced by the helium resonance lines containing 0.05 erg
cm- 2 sec- 1 . Rocket Panel densities were used in the computations. The
shape of the electron density curve in the F-region is controlled primarily
by the effective recombination coefficient,a.

The variation of solar x-ray flux observed over a solar cycle made
it clear that the concept of solar emission from a spherically symmetrical
corona was altogether inadequate. The corona appeared to be structured in
condensations that formed over sunspots and produced enhanced localized
x-ray emission. Since sunspots are characterized by powerful magnetic
fields, the condensations of the corona were believed to exist in the form
of high loops of magnetic lines of force spanning the adjacent spots of
opposite polarity. The first x-ray picture to confirm these ideas of
coronal condensations was obtained with a pinhole camera in 1960. In more
recent years, fine details of magnetic structures connected with x-rays
have been revealed with reflecting x-ray telescopes of arc-second

resolution.
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SOLAR FLARES

The behavior of a flare-active Sun presented more difficult puzzles,
most notably the connection between solar flares and sudden ionospheric
disturbances (SID). Various forms of SID are identified as follows:

1) SWF, sudden shortwave radio fadeout or blackout. Radio
transmission on 5 to 20 MHz fades with the onset of D region absorption.

2) SCNA, sudden cosmic noise absorption. Cosmic radio noise at 18
MHz is strongly absorbed in passing through the D region.

3) SPA, sudden phase anomaly. Very long radio waves are reflected
from the lowered ionosphere at the base of the D region.

4) SEA, sudden enhancement of atmospherics at 27 kHz. Increased
signal strength from lightning noise results from enhanced reflectivity of
the D region at its base.

5) Magnetic crochets. A sudden augmentation of the geomagnetic
field is superimposed on the normal diurnal variation.

Because the visible manifestation of a flare is so clear in the
hydrogen red line, it led most solar physicists to see a connection between
the resonance line H L-a at 1216 A, which is responsible for the normal D
region, and the increased ionization that is produced by the flare. But
a simple analysis of the radiation enhancements that are required,
immediately rule out the ultraviolet process. The increase in electron
density that occurs during shortwave fadeout is roughly a factor of 2.5,
4.5, 7.0 and 9.4 for flares of importance 1,2,3 and 3+, respectively. The
radiation flux from the small area of the flare would need to increase by
factors of 6,20,50 and 90, respectively. Such increases are virtually
impossible astrophysically.

Analysis of the flux enhancements required to explain the SPA confirm
the estimates based on radio fadeout. The SPA measurements are made with
very low frequency radio wave (16 kHz) reflections from the base of the
ionosphere. When a flare begins, the phase changes rapidly to indicate a
drop in the reflecting height. The altitude change may be as large at 16
km in a strong flare. If Lyman alpha were the sole source of ionization,
the flux increase required to explain a drop of two scale heights would be
100 times the normal emission.

Attempts to explain the other SID phenomena by Lyman alpha
enhancement fail for the same reasons x-rays offer a much better solution.
At a wavelength of 2.5 A, x-rays have the same atmospheric absorption
coefficient as Lyman alpha, but the x-ray ionization efficiency is several
thousand times as high because x-rays ionize all the constituents of the
atmosphere, whereas Lyman alpha can ionize only the trace of'nitric oxide.
Virtually all the energy delivered in Lyman alpha is dissipated in
dissociation of molecular oxygen. Approximately 10-36 erg cm-2 s-1 of 2.5
A x-rays would suffice to produce a normal D region. Shorter wavelength
x-rays would'penetrate to the heights associated with SID phenomena.
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The observational challenge of detecting flare x-rays was taken up
during the IGY. Because the onset of a flare is unpredictable even within
a few minutes, liquid fuel rockets that required an hour or more of
preparation before firing were unsuitable, and, more importantly, it was
impractical to tie up an Aerobee launching tower for days with a rocker in
place while waiting for a flare to erupt. In the early 1950's, Lt. Lee
Lewis in the U.S. Office of Naval Research conceived of launching a solid
propellent rocket suspended from a balloon in the stratosphere.

Experiments were begun by James van Allen with a Deacon rocket hung on a
Skyhook balloon and floated at sea at a height of 25 kin, where it could be
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fired by radio command. The combination of rocket and balloon was called
"Rockoon" and it afforded a cheap mode for cosmic ray studies.

The Rockoon appeared to be a practical solution to the rocketry
problem for the study of solar flares. An NRL proposal for a naval
expedition as part of the International Geophysical Year (IGY) was
approved, and the NRL rocket team obtained the support of the USS Colonial,
a Landing Ship Dock with a flight deck from which the Rockoon could be
launched. The ship embarked on Project San Diego - Hi in 1956 and sailed
to a launch area about 400 miles off the coast of California. The plan was
to release a Rockoon each morning on ten Successive days. If evidence of
the start of a flare was obtained, the rocket was instantly fired. Out of
ten tries, one flare was caught in the act and gave convincing evidence of
flare x-rays.

A year later Rockoons went out of style and were replaced by
two-stage rockets. In place of the balloon a Nike booster propelled the
Deacon to the height of the stratosphere where it was ignited to carry on
up into the ionosphere. The rockets were fired from a simple rail launcher
that the NRL team set up on San Nicholas Island off Point Mugu. In 1958
and 1959, a series of these rockets were launched at times of flares and
gave confirmation of the dependence of SIDs on the intensity and wavelength
of flare x-ray emissions. By the end of the IGY, the satellite era was
upon us, and the new means of long term observations came into use.
Instead of occasional rocket measurements of solar x-rays and ultraviolet,
the Sun could be monitored continuously. Over the course of a decade the
NRL series of ten SOLRAD satellites gave a full solar cycle map of x-ray
activity.

The Electrojet

Let us return to the story of "Rockoons" as they were applied to
other studies of the upper atmosphere in conjunction with ground based
magnetic observations. For the IGY some 190 magnetic observatories were
implemented, scattered widely over the globe. For in-situ measurements it
was necessary to employ rockets that could be launched from shipboard
stations moveable about both sides of the magnetic equator. As early as
1949, the U.S.S. Norton Sound went to sea with three Aerobee rockets
instrumented by Fred Singer and his colleagues with fluxgate magnetometers
to detect the electrojet. The rockets were launched from the Pacific Ocean
some 1000 miles west of Peru. Singer's group thought they had detected an
electrojet between 58 and 65 miles, but the measurements were marginal.

By the "eginning of the IGY, the proton precession magnetometer had
been developed for rocket flight, and Van Allen's team set out to fly them
on Rockoons. In August and November 1957 they attempted 54 Rockoon firings
while cruising from near Thule in northern Greenland to off the coast of
Antarctica. In August, they launched eighteen Rockoons from the U.S.S.
Plymouth Rock; four misfired, three suffered telemetry failure, and three
more failed because instrument components froze. Altogether, only seven
flights could be described as good or partially successful. A month after
the return of the Plymouth Rock, the electrojet research team switched to
Loki II rockets for their Rockoons and left Boston for Antarctica aboard
the icebreaker U.S.S. Glacier. Between October 14 and 20, 1957, six
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successful shots were fired along a line running north-south 650 miles
across the expected path of the electrojet. The results were puzzling; not
one but two current layers were penetrated. Some of the results were
attributed to "sporadic-F" in the upper parts of F region, apparently
consisting of discrete clouds of ionization.

Since the days of Rockoon observations, sporadic E and Spread F have
come to be much better understood; although there are still many puzzling
details to be unraveled. Sporadic E reflects high-frequency radio waves
that normally escape the ionosphere. Signals can be received as far away
from the source as 2000 km on a single hop. In summer, severe interference
may'affect television signals. Sporadic E and Spread F will be the subject
of intensive study in the equatorial regions in the International Space
Year (ISY) during 1992.

Ionospheric Electron Loss Processes

While solar radiation provides the input function for ionization and
dissociation of the atmospheric constituents, the equilibrium electron
density depends equally importantly on the rates of recombination for atoms
and-molecules at various heights. The slowest process is radiative
recombination of electrons and atomic ions,

x+ + e - x + hv

Molecular ions are neutralized by dissociative recombination,

xy+ + e -+ x' + y,

Prime symbols indicate excited atomic states. Theoretical values of the
radiative recombination coefficients are 4.8-10- 12cm3 s-1 for H+ and He+ and
3.7*10- 12cm3s-1 for 0+. For the dissociative recombination coefficients of
N2, 02 and NO+, the values are somewhat uncertain but approximately
10- 1cm3s"I for all three at 300 K.

To get observational evidence of the recombination coefficients,
ionospheric scientists have resorted to eclipse records of the rate of
decay and recovery of the ionosphere. During the course of a total eclipse
the amount of solar radiation obscured from the earth diminishes by
different amounts, depending on wavelength. The ratio of the instantaneous
solar flux at any given wavelength to its uneclipsed value is called the
eclipse function. For visible light in the course of a total eclipse, the
eclipse function is unity at first and fourth contact and zero at second
and third contacts, almost exactly equal to the unobscured fraction of the
solar disk.

In the ultraviolet and x-ray regions the function behaves
irregularly. Isolated regions of enhanced brightness in x-rays and
ultraviolet may lie high enough above tho disk that they are not eclipsed.
In Lyman alpha, as in visible radia-, the eclipse is very nearly total.
X-rays are never completely obscured 1i measurements made at the eclipse
of March 7, 1970, the Lyman alpha flu> : rotality was reduced to only 0.15
percent. At the same time, solar x ý 'J the bands 2 to 8 A, 8 to 20 A
and 44 to 60 A, the major sources ol 1. region ionization, gave residual
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fluxes at totality of 5,7, and 16 percent, respectively. Clearly the
heights of origin were well above the chromosphere, in the lower corona.
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Fig. 5: Theoretical and observed peak electron densities for the E-region
during an eclipse.

Thermosphere and Exosphere

Satellite dynamics, beginning with the small Vanguard test-sphere in
1958 and the Echo balloon in 1959, provided valuable information on the
high neutral atmosphere. In the exosphere above 1500 kin, hydrogen begins

to dominate the gas composition. The gas concentration is so low that an
atom cannot make a complete orbit of the Earth without colliding with
another atom. Echo was intended to be a reflection target for radio
communication, but such passive radio reflectors were quickly superseded
by active transponders. Echo was so large and easily visible however, that
it provided valuable information about the density of the atmosphere from

4 the effect of drag.
From 1959 to 1962 the drag on Echo seemed to indicate an unexpectedly

high density at 1500 km if the principal constituent were atomic oxygen.
To drive so much oxygen to 1500 km required a thermospheric temperature
greater than 2000 K. Neither could an oxy-hydrogen mixture satisfy the
requirement; the hydrogen content would have to exceed the generally
accepted models by an order of magnitude. Marcel Nicolet solved the puzzle
by introducing heliwn into the model atmosphere to match the observed drag
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without exceeding a temperature of 1500 K. His model required a helium
bulge between altitude regimes which were first Predominantly oxygen and
at higher levels, hydrogen.

The mass spectrometer aboard the Explorer XVII satellite confirmed
Nicolet's explanation in 1963. The major atmospheric constituent between
500 and 1000 km was helium but the concentration at any particular time
varied with solar activity. Near solar maximum helium dominated the
composition from 1100 to 5000 km because of higher thermospheric
temperature. Calculation of the heat flow through the thermosphere above
200'km indicates a nearly height independent temperature. Oxygen, helium
and hydrogen separate out by thermal diffusion in agreement with Nicolet's
helium bulge prediction. Hydrogen moves upward most rapidly and escapes
into interplanetary space. At the level of the mesosphere, solar
ultraviolet radiation provides a continuous source of replenishment by
dissociation of water vapor. As it diffuses upward the hydrogen cloud is
detectable as geocorona 50,000 miles high.

Radioactive decay of radium and thorium in the ground supplies helium
to the atmosphere. From estimates of the abundance of isotopes in the
basalt and granite of the Earth's crust the expected outflow of helium is
about 10 atoms per square-centimeter column per second. It follows that
only one million years are needed to fill the terrestrial atmosphere to its
normal helium contents and that the rate of escape from the exosphere to
maintain the equilibrium balance requires a thermospheric temperature of
1500K.

Satellite drag is a sensitive indicator of the absorption of solar
energy by the atmosphere. When solar activity is high, the atmosphere
expands in response to the heating of the absorbing levels of the
atmosphere. The expanded atmosphere exerts greater drag on satellites and
forces them down to lower altitudes. According to Kepler's law of orbital
motion, the speed of the satellite must increase as its orbit shrinks. It
then loses energy faster to drag, and its demise becomes inevitable.

Airglow

Astronomers had discovered the airglow early on as a faint background
radiation in stellar spectra. It is barely visible to the human eye even
on moonless nights in the countryside away from city lights. The most
prominent airglow emission came in the green line of atomic oxygen at
5577A. When it was observed that the green light grew stronger from the
zenith to the horizon, it became clear that it originated in the atmosphere
in the neighborhood of 100 km. By the time of initiation of the IGY it was
known that the red lines of oxygen (6300A, 6460A) glowed well above 150 km.
Rocket studies identified the yellow light of sodium at about 80 km.
Specific other colors are attributed to molecular oxygen, atomic and
molecular nitrogen, potassium and lithium. The strongest emission comes
from hydroxyl, just beyond the limit of visual perception in the near
infrared. Altogether, these airglow emissions add up to about one-tenth
the intensity of starlight. The general explanation for these various
emissions was that solar radiation ionized atoms and dissociated molecules
during the day at characteristic levels of the upper atmosphere. At night
they recombined and radiated. But the patterns of emission were very
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Fig. 6: Predominant atomic species at various altitudes. Temperature
depends on time of day and the phase of the solar cycle.

strange, varying from one part of the sky to another in fast moving clouds
at speeds of several hundred km per hour. Speculations were that wave
motions created the patterns, that they were related to sporadic E and the
Electrojet.
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In 1955, the NRL group attempted a rocket survey of the extreme
ultraviolet radiation of the night sky from an Aerobee rocket. Above 70
km the hydrogen Lyman-alpha detector was swamped with radiation that
exceeded all the visible airglow. In 1957, a more refined scan showed that
the Lyman alpha from outside the Earth's shadow cone was being
backscattered from exospheric hydrogen to the dark side of the Earth. At
first it was speculated that the scattering hydrogen atoms must be
interplanetary, but further measurements and theory identified the hydrogen
with a giant geocorona reaching tens of thousands of km beyond the Earth.

The clearest picture of ultraviolet glow was photographed with an
ultraviolet camera placed on the moon during the Apollo-16 mission. To the
long wavelength side of Lyman alpha, the image in the atomic resonance line
of atomic oxygen at 1314A was so bright that the entire sunlit hemisphere
was suffused with its light. Spectacular arcs extended into the nighttime
hemisphere, excited by the recombination of oxygen ions with electrons in
the F region of the ionosphere. The arcs were aligned with the double
humped peak of the ionospheric F region where it brackets the geomagnetic
equator.

Efforts to study atmospheric dynamics via artificial airglow seeded
with the aid of vapor releases from rockets began in the 1950's. David
Bates, after the evidence of the free sodium at 90 km from rocket
measurements, proposed that sodium be ejected from a rocket at about 80 km.
Vapor atoms excited by sunlight would fluoresce the resonance D lines at
twilight to from a visible cloud. The first sodium cloud was produced by
ejection of sodium pellets in a mixture of Al + Fe203 from an Aerobee rocket
in 1955. At about the same time development of the French Veronique rocket
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had proceeded to flight test. It had a performance capability similar to
the Aerobee but no substantial funding for scientific payload development
was provided. French scientists seized on the vapor release experiment as
a way to get good science at a minimal cost. The first successful cloud
release was achieved in March 1959 from Hammaguir and the temperature of
the thermosphere was deduced. At 102 km, the turbopause was discovered
from evidence of a sharp limit between a lower lying turbulent eddy
structure of the atmosphere and an overlying laminar regime.

As early as 1931, Sidney Chapman and Vincent Ferraro proposed that
sudden fluctuations in the magnetic field might be attributed to the impact
of solar plasma clouds on the Earth's magnetic field. Chinese astronomers
a thousand years earlier had noted that comet tails were driven away from
the Sun. Until relatively recently it was thought that radiatioti pressure
swept back the gas from the comet head into the thin, elongated tail. But
comet tails are so tenuous that radiation pressure can have little effect.

In 1951, Ludwig Biermann suggested that the ionization in comet tails
was the result of charge exchange between a solar wind that had not yet
been observed and cometary gas. The acceleration of comet tails, in sudden
jumps, he attributed to momentum transfer from solar wind electrons and
protons for which he required a density of about 1000 per cc. The idea of
charge exchange and a high number density of particles in a solar wind were
soon shown to be wrong, and theorists chose instead to attribute the
acceleration to gross plasma and magnetic field interaction between a
thinner solar wind and the comet tail.

Biermann later proposed to imitate conditions in cometary plasma at
high altitudes by creating artificial clouds of alkaline earth metals such
as calcium, strontium, and barium that have low ionization potentials and
resonate in the visible spectrum. In May 1963, two Centaure rockets were
launched successfully from Hammaguir with barium burners in their nose
cones. The clouds were spectacular, but unfortunately displayed no
evidence of barium atoms or ions, only useless barium oxides.

When the reaction used in the burners was changed to combining barium
with copper oxide, the results were highly successful. The gas produced
with this mixture was almost pure barium with a small percentage of
strontium and the photoionization time was short - about 30 seconds,
indicative of a large production of ions. Direct visible evidence of the
conversion of atoms of barium into ions was expressed by the color change
from the green atomic resonance to the purple resonance lines of ions. The
cloud, initially spherical, quickly transforms to an elongated shape as the
electrons and ions drift along the magnetic field lines. The entire
conversion from atoms to ions takes place in about 2 minutes. Subsequent
releases introduced the use of lithium and europium.

A later technique for producing barium clouds resorted to
pyrotechnics. A shaped charge was covered with a thin surface of barium
metal. By pointing the shaped charge in the direction of magnetic field
lines, a high velocity (12 to 14 km/s) gas jet was directed along the lines
of force when the charge exploded. If the explosion occurred above
collision dominated altitudes (400 km) the luminous track traced the

magnetic field lines to very high altitude. Historically, barium clouds
gave the first glimpse of large scale magnetospheric convection as early
as 1960.
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More recently the barium cloud method has been performed with great
sophistication in a U.S. - U.K. - German satellite mission called AMPTE fcr
Active Magnetospheric Particle Tracer Explorer. Two charges of about 2 kg
of barium vapor were released outside the Earth's magnetic field in
December 1984 and July 1985. The German Ion Release Module (IRM) was
instrumented with a complete set of instruments to measure magnetic field,
electric and magnetic waves, the three dimensional velocity distribution
of ions and electrons, and the charge, mass and energy distribution of the
ions. Similar instruments were carried on the United Kingdom Sub-satellite
nearby. Optical observations from aircraft and from the ground completed
a versatile ensemble of instruments for a comprehensive space laboratory.

It is interesting to note that losif Shklovsky, in the Soviet Union,
proposed early on the use of vapor releases to form artificial comets.
Sodium vapor was released from the second Soviet moon rocket in 1957 and
fluoresced strongly enough to, provide useful tracking of the rocket.

Solar Wind

Eugene Parker, in 1958, first proposed that a solar wind must result
from simple hydrodynamic expansion of the solar corona. It is interesting
to recall how little attention had been paid to Bierman's ideas and how few
scientists seemed to accept the notion of a solar wind. Although Chapman
had speculated that the outer limits of the solar corona stretched to the
distant planets he did not describe a flow of wind. About two years after
Parker's theory of a wind was published, the Soviet Lunik 2, that impacted
on the moon, reported tentative evidence of a solar wind. Subsequently,
Lunik 3 and a Soviet Venus probe together with NASA's Explorer 10, gave
further confirmation. But it was only after the results reported from
Mariner 2 in 1962 that the evidence was widely accepted.

The general picture emerged of a solar wind - magnetosphere interplay
in which the wind flows around the dayside to the nightside where the
Earth's magnetic field is drawn out into an extended magnetotail. The
lines of the magnetotail are stretched in the direction of the solar wind
like a wind sock far beyond the distance to the moon. The magnetotail
serves to store energy that is extracted from the interaction between the
solar wind and the magnetosphere. On occasions, violent magnetospheric
substorms release the energy into the auroral zones. At play in the
substorm are enormous electric currents. The interaction between the wind
and the magnetosphere resembles a cosmic dynamo that drives the currents
through space across and along magnetic field lines. Part of the
electrical flow is in the form of a current sheet down the center of the
tail, dividing it into two lobes of oppositely directed magnetic fields
that direct the current into the auroral ovals.

The Earth's magnetic shield is so effective that only 0.1 percent of
the mass of the solar wind that hits it manages to penetrate. Penetration
is believed to be a process of magnetic field merging and reconnection.
The most revealing space probes have been the International Sun-Earth
Explorers. In 1977, NASA and ESA launched a pair of satellites into nearly
identical orbits. As the two spacecraft chased each other around the
magnetsophere, they sensed the position and movement of the bow shock and
magnetosheath about 130,000 km above the Earth. Where magnetic merging of
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the wind and the magnetosphere occurred on the sunward side, the
nagnetosheath was peeled back toward the dark side of the Earth, hundreds
of thousands of km into the magnetotail. As merging of the fields
progressed, the field lines were sharply bent and particles caught inside
the bends were accelerated as though projected by a sling-shot.

The Global Electric Circuit

To complete the description of the space environment the electrical
properties must be connected to the surface of the Earth via a global
electric circuit. Early iA the eighteenth Century, atmospheric scientists
observed a weak permanent electrification of the atmosphere even in fair
weather, with the Earth negatively charged and the air positively. The
g-.adient near the earth's surface was about 100 volts per meter. It was
believed that the Earth retained a primordial charge from the time it was
formed.

At the beginning of the 20th Century most scientists attributed the
ionization to the emanation of radioactivity from the ground. In 1912,
Victor Hess tried to measure the variation in conductivity with altitude
by flying his electroscope on a manned balloon to a height of 5 km. At
that height he believed the air would shield his detector from ground level
radiation. Instead he found no decrease with height from which he deduced
the ionizing radiation of great penetrating power was arriving from outside
the atmosphere. He had discovered cosmic rays for which he received the
Nobel Prize 24 years later. The cosmic rays provided continuous ionization
that supplied enough current to neutralize the Earth's negative charge.

Some 65 years ago, C.T.R. Wilson, inventor of the cloud chamber,
proposed that thunderstorms created a generator that maintained the Earth's
negative charge. Thousands of storms are in progress around the world at
any moment. Beneath a thundercloud negative charge is carried to ground,
while above the cloud positive charge flows to the ionosphere. The charge
spreads around the Earth rapidly and comes down to ground through the
atmosphere in fair weather regions. Global lightning maintains a potential
difference of hundreds of thousands of volts between the ground and the
ionosphere. The global electric circuit has been compared to a giant leaky
capacitor, with the highly conducting ground and ionosphere representing
two oppositely charged plates and the lower atmosphere playing the role of
an insulating dielectric.

Thunderstorms sustain the charge separation. Most clouds develop and
dissipate without substantial production of lightning. Cloud
electrification depends on convective turbulence. Strong electrification
comes with strong convection, generally beginning with rapid horizontal and
vertical development of the fair-weather cumulus cloud into a cumulonimbus
cloud. When vigorous updrafts and downdrafts occur, charge undergoes
separation in the thundercloud and gives rise to lightning. With about
1000 lightning flashes per second, the integrated current amounts to from
1000 to 2000 amperes and the potential difference 200kv to 400kv.
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Fig. 8: Thunderstorms create conduction currents and maintain global
electric circuit.

Since the earlier studies of atmospheric electricity there have been
many attempts to ascertain a solar-terrestrial relationship between ground
circuits, electric fields and thunderstorm frequency that would correlate
with solar activity and auroras. Ground based, aircraft-and balloon-borne
instruments have hinted at atmospheric electrical responses to solar
flares, sunspot cycle variations, geomagnetic activity and auroras. It is
difficult, however to separate the induced variations in the global
atmospheric electric circuits from solar and upper atmosphere variability
because they are superimposed on complex electrical variations associated
with meteorological and anthropogenic influences in the lower atmosphere.

It is still puzzling in detail how the lower atmosphere global
electric circuit connects with the intense current systems flowing in the
high upper atmosphere. The ionospheric wind dynamo at about lO0km carries
horizontal currents of about a hundred thousand amperes on the Earthward
side. At high magnetic conjugate latitudes and at about the same altitude,
the solar wind magnetospheric dynamo drives currents as high as a million
amperes. How all these current systems are linked to solar and auroral
variability remains a challenging problem in atmospheric science.

This paper discussed only a sampling of diverse phenomena in the
Sun/Earth system from the perspective of historical development of the
science. Most of the phenomena are understood in broad principle but are
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very complex in detail, and much more research will be required to unravel

all the interactions.
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ABSTRACT. The interactions between space systems and their orbital
environments are discussed in overview. Attention is focussed on those
environment factors appropriate to earth orbital vehicles. Ways in which
space systems interact with their environment and effects on system
performance and lifetime are described. Approaches to hazard assessment
and protection are noted.

1. Introduction

Design of any system demands consideration of the environment in which it
must operate, to ensure proper system function, reliability and lifetime.
Space systems are no exception to this rule. Indeed, because of the
difficulty and cost of repair, environmental compatibility is particularly
critical in space.

For present purposes, the "space environment" to be considered is
that of near-Earth space, i.e., orbits ranging in altitude from Low Earth
Orbit (LEO) to geosynchronous (GEO) and beyond, and including all
inclinations. The natural near-Earth space environment is complex and
dynamic. Its features are determined partially by the characteristics of
the Earth itself, partially by the interactions between the Earth and the
Sun, and partially by processes occurring in interplanetary and
interstellar space. Environmental factors include neutral atoms and
molecules, plasmas and charged particles, fields, particulates and
electromagnetic radiation. Many of the environmental components vary with
position in orbit (e.g., altitude, longitude, latitude), local time, season
and level of solar activity. The presence and activities of orbital
systems can significantly modify the "lower energy" environment components
such as neutral gases, ionospheric plasmas and electric fields, so that the
local environment may be rather different from the natural one. The local
environment is what the system actually interacts with, so a comprehensive
treatment of environmental compatibility requires an integrated approach
comprising consideration of environment, system, subsystems and effects.
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2. Environment Factors and Effects on Systems

The interrelationships among the system, its subsystems or payloads and the
environment are illustrated in cartoon form in Fig. 1. One begins by
considering the natural environment at the orbital location(s) of interest

and the characteristics of the system in its various modes Pf operation to
identify how they may interact to cause the local enviro, t to differ
from the natural one. One then examines the interactions between the
system and its local environment to determine the effects on the system,
its subsystems and payloads. The importance of any particular effect is
judged by its impact on the system's ability to perform its mission. Thus
the requirements placed on various subsystems will depend on the goal of
the system as a whole, as will the relative importance of various
environmental interactions and their effects.

ENVIRONMENTAL INTERACTIONS

ENVIRONMENT

INTERACTIONS INTERACTIONS

EFFECTS XEFFECTS

PAYLOAD
ORSUBSYSTE SYSTEM/PLATFORM

INTERACTIONS

Fig. 1: Environmental interactions and effects concept.

The various environment components, or factors, interact in different
ways with space systems and produce a variety of effects. Because the
physical processes of interaction depend on the type of environment factor
under consideration, it is usual to "sort" environmental interactions and
effects by environment factor. Following this approach, a list of
environment factors and their effects on space systems in near-Earth space
is provided in Table i.

In what follows, each of these environment factors and its effects
are discussed briefly, and strategies for mitigating undesirable effects
noted. Finally, the system perspective is discussed briefly. This
material is intended to be introductory rather than encyclopedic; later
papers in this volume should address the environments, interactions and
effects, and application to specific systems in more detail.
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Table 1: The terrestrial space environment and effects on space systems.

ENVIRONMENT FACTOR EFFECTS

SUNLIGHT AND EARTHSHINE HEATING, THERMAL utCLIF'G, MATERIAL
DAMAGE, SENSOR NOISE, DRAG,
TORQUES, PHOTOEMISSION, [POWER]

GRAVITY* ACCELERATION, TORQUES,
[STABILIZATION]

B AND E FIELDS* TORQUES, DRAG, SURFACE CHARGES,
POTENTIALS

NEUTRAL ATIOSPHERE* DRAG, TORQUES, MATERIAL
DEGRADATION, VACUUM,
CONTAMINATION, HV BREAKDOWN

PLASMAS* CHARGING, INDUCED ARCING,
PARASITIC CURRENTS, SYSTEM
POTENTIALS, ENHANCED
CONTAMINATION, ES AND EM WAVES

(NOISE), PLASMA WAVES AND
TURBULENCE, CHANGE OF EM
REFRACTIVE INDEX

FAST CHARGED PARTICLES RADIATION DAMAGE, SINGLE EVENT
UPSETS, ARCING, NOISE

METEOROIDS AND DEBRIS MECHANICAL DAMAGE, ENHANCED
CHEMICAL AND PLASMA INTERACTIONS,
LOCAL PLASMA PRODUCTION

SYSTEM GENERATED SYSTEM DEPENDENT: NEUTRALS,
PLASMAS, FIELDS, FORCES AND
TORQUES, PARTICULATES, RADIATION

*LOCAL ENVIRONMENT STRONGLY INFLUENCED BY SYSTEM

2.1 SUNLIGHT AND EARTHSHINE

Figure 2 shows.an overview of the solar electromagnetic spectrum from
gamma ray through radio wavelengths [Refs. 1,2]. Some 99.5% of the Sun's
radiant energy is in the 1200 Angstrom to IU pm wavelength range
(ultraviolet (UV), visible and infrared (IR)). Flux levels in this range
are relatively constant and do not vary much over the 11-year solar
activity cycle. In contrast, flux levels in both the short (gamma-ray, x-
ray, extreme UV) and long (radio) wavelength ranges show strong variations
(up to about 10OX) with solar activity. Indeed, the solar flux at X - 10.7
cm is used as a measure of solar activity.

The solar spectrum in Eprth orbit in the UV through IR range is well
approximated by blackbody radiation f om a 5760"K object. The total
radiant energy per unit area and time (integrated over wavelengths)
measured at I AU is called the Solar Constant. The currently adopted value
of the solar Constant is 1371± 5 W m-2 [Ref. 1].
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The Earth and its atmosphere reflect sunlight and emit thermal
radiation. The thermal spectrum as seen from orbit is a composite of the
surface spectrum and that from the atmosphere (at wavelengths where the
atmosphere is opaque). The surface spectrum is approximated by a 288°K
blackbody curve, while the radiation from the atmosphere can be
approximated by a 218"K blackbody. Reflected solar radiation (albedo)
exhibits strong local variations with surface type and cloud cover. The
fraction of total energy reflected (global albedo) is 0.39.

One evident consequence of sunlight and earthshine for space systems
is heating. Spacecraft surface materials are frequently selected on the
basis of their thermal properties (absorptance and emissivity), because
controlling the temperature both inside and on the surfaces of satellites
is a basic requirement for proper functioning [Ref. 3]. Earthshine can
make an important contribution to the thermal balance of a spacecraft in
LEO because of the large solid angle subtended by the Earth. In addition
to overall temperature control, it is necessary to consider the effects of
thermal expansion of materials. Bonds between materials with different
coefficients of thermal expansion will be placed under stress as the
temperature changes. The thermal cycling which results from repeated
eclipse passage is of particular concern for long term fatigue faiiure of
such bonds (e.g., solar cells and circuits on lightweight plastic
substrates). Differential expansion can also result in flexing of large
structures. These effects are most significant for LEO spacecraft which
pass through eclipse most frequently.

Material degradatjon due - to irradiation by the higher energy
portions of the solar spectrum (UV, X, y) is a significant concern for
spacecraft surface materials and vacuum UV stability is a basic requirement
for material acceptability. Degradation may affect optical, thermal,
electrical and mechanical properties of materials and coatings [Ref. 4].

Specular and diffuse reflection of sunlight results in radiation
pressure drag and torques on spacecraft [Ref. 5]. These are small compared
to aerodynamic drag and torques at LEO, but become significant at higher
altitudes. Photoelectrons released by (mainly UV) photon impact (current
density typically about 10-9 A/cm2 ) play an important role in some
plasma/electromagnetic interactions, notably in CEO spacecraft charging.
Incoming photons can also be a sou;ce of noise in some types of sensors,
which must be protected from direct exposure.

Finally, one effect of solar radiation on materials, the production
of electron-hole pairs in solids, and particularly in semiconductor diode
junctions, is the basis for the most common power source on Earth orbital
systems, solar cell arrays!

2.2 GRAVITY

The Earth's gravitational field is a consequence of its mass and mass
distribution. The gravitational acceleration is often expressed as the
gradient of a scalar potential which is written in terms of a harmonic
expansion in spherical coordinates [Ref. 1]. The "monopole" term
dominates, with the most significant deviation from sphericity being the
flattening at the poles (or equivalently, the equatorial bulge). The
coefficients of the various terms in the harmonic expansion for the
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gravitational potential have been obtained by observing the orbits of low
altitude satellites.

In addition to its role in determining spacecraft orbits, the
gravitational field plays a role in determining spacecraft orientation via
gravity gradient forces and torques [Ref. 6]. These tend to cause a
spacecraft to align its "long axis" (actually the axis of minimum moment
of inertia) with the local vertical, i.e., in a radial direction. They
also produce a tension in the spacecraft structure along the local vertical
and produce restoring torques on a misaligned system. These forces and
torques are generally quite small, and oscillation periods consequently
long. However, gravity gradient is a useful passive method of spacecraft
stabilization.

There has been much recent interest in conducting material processing
experiments in the "microgravity" environment of space. Indeed, the
acceleration felt by a "black box" in a space system will be much less than
that due to gravity at Earth's surface. However, it is not, of course,
zero. The acceleration felt will depend on the box's location in the
spacecraft relative to the system's center of mass, the system's mass
distribution, and forces due to system operations and other disturbances
such as drag.

2.3 MAGNETIC AND ELECTRIC FIELDS

Figure 3 shows a schematic illustration of the Earth's magnetosphere.
Near the Earth, i.e., within a few thousand kilometers of the surface, the
magnetic field is essentially dipolar; further out the field becomes
greatly distorted. The overall shape of the outer magnetosphere is
determined by the interaction between the Earth's magnetic field and the
solar wind, and the various plasma currents in the magnetosphere. The
Earth's geomagnetic dipole axis is tilted at about 11.5* from its spin
axis, and also somewhat displaced from the geographic center so that the
"end" of the geomagnetic dipole nearest the geographic north pole (north
end of the spin axis) is located in Greenland (geographic coordinates:
78.5"N, 291"E) [Ref. 7]. It may be noted that this is the Earth's south
magnetic pole (the north pole of a compass needle points toward it).
Because of this tilt and displacement, the Earth's geomagnetic equator, its
geographic equator and the ecliptic define three different planes.

Magnetic field effects on systems include torques due to spacecraft
magnetic moments and current flows and development of induced potentials
due to motion of the spacecraft through the 'earth's field. Magnetic
torques will be exerted on spacecraft having residual net dipole moments,
uncompensated current flows or permeable materials onboard, and on spinning
spacecraft having charged surfaces. It is customary to "de-Gauss"
spacecraft before launch to minimize net moments, to design solar array
circuits to minimize net moments due to current flows, and to design
attitude control systems to compensate anticipated magnetic torques.



PURVIS 29

ingcunField aligned current

,.!.Plsm murrntle\\\•'\' \\\\\\

Plasma sheet

Fig. 3: Schematic of the Earth's maqgnetosphere.

In the spacecraft's reference frame, its motion through the magnetic
field is seen as an electric field and causes a potential to develop across
the spacecraft in the direction perpendicular to both B and the

spacecraft's velocity vector, v./c, of magnitude 0 - (v./, x B)oL, where L
is the spacecraft's dimension. This potential is largest in LEO where both
v , /r and B are-largest, and zero at CEO. A value of 0 of about 0.3 V/m is
typical at LEO. Very large systems can develop substantial potentials
which can drive currents through large spacecraft structures. This is the
operational principle of the electrodynamics tetner [Ref. 8]; for other
systems, e.g., the Space Station, such structural currents are undesirable
and to be minimized in design.

There are electric fields present in the magnetosphere, associated
with the various magnetospheric current systems. The total voltage drops
across the magnetosphere are large, but the fields are small, of order tens
of millivolts per meter (Ref. 1], and from the perspective of space system
environment interactions, the electric fields tend to be dominated by
system-induced potentials. Such potentials include system voltages in the
power system end instruments (where exposed to the environment), charging
of surfaces by .ambient plasma populations, and the motionally induced
potentials discussed above. System produced potentials drive plasma
interactions in the ionosphere and may result in enhanced chemical
reactions (O erosion) and surface sputtering. A charged spacecraft may
experience Coulomb drag [Ref. 9] in addition to aerodynamic drag.
Additionally, charged surfaces can experience electrostatically enhanced
rates of contamination.
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2.4 NEUTRAL GASES

Atmospheric density and pressure fall off rapidly with altitude
(Refs. 1, 10] so that even at very low orbital altitudes (say 300 km), the
vacuum is "hard" by surface standards. Nonetheless, there is sufficient
gas present to cause significant effects. A typical number density value
at 300 km is 109 cm-3 (compare to 1019 cm"3 at sea level). The kinetic
temperature of gases at orbital altitudes is high (order 1200°K) compared
to surface gas temperatures of order 300*K, and the composition is quite
different. Residual atmospheric densities, temperatures and composition
show strong variations with solar activity levels and also vary diurnally.
Atomic oxygen (0) is an important constituent; it is generally the dominant
constituent at altitudes below about 500 km, and dominates to altitudes
beyond 1000 km during periods of high solar activity (Ref. 10]. Other
important constituents include H, He, N2 , 02 and Ar.

Because the residual atmosphere is relatively "low energy" - II00°K
corresponds to about 0.1 eV - the local neutral environment is often
significantly altered by the presence and operations of a space system.
In LEO, a spacecraft's along-track orbital velocity is large compared to
the atomic and molecular thermal speeds, so ram and wake regions are
formed. Outgassing of materials in the space vacuum is a source of
contaminant neutrals, and operation of spacecraft thrusters for attitude
control and reboost, as well as water dumps from manned systems, leaks
etc., can create high neutral densities.

Neutral gas interactions produce a number of effects on space
systems. Atmospheric drag and torques due to the motion of a spacecraft
through the residual atmosphere are important cons'iderations for satellite
lifetime on orbit and for attitude control (Ref. 6]. Vacuum stability,
particularly in the presence of solar UV, is a basic requirement for
spacecraft material. Rapid degradation of materials on ram-facing surfaces
due to oxidation by the atomic oxygen in the residual atmosphere was
brought to light after early Shuttle missions and is an important area of
recent research [Refs. 11, 12, 13]. Another phenomenon associated with
ram-facing surfaces and of current research interest is "glow" [Ref. 14].
(jntamination of surfaces, largely by deposition of spacecraft-produced
gases, is another important concern [Ref. 15]. Finally, as higher voltages
are employed on spacecraft, designers must allow for the possibility of gas
breakdown in regions of high electric fields. Residual atmospheric gas
densities are sufficiently low that this is largely a matter of avoiding
production of large system-generated neutral clouds in such regions.

2.5. PLASMAS

In addition to the residual neutral atmosphere, ionized gases, or plasmas,
abound in near-Earth space. For present purposes, the term.plasma is used
to refer to those ionized gases in the magnetosphere with energies of • 100
KeV, which do not produce significant "radiation" effects. Of primary
interest here are the relatively low energy/high density ionospheric
plasmas and the higher energy/lower density plasmas associated with
geomagnetic substorm activity.
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The ionospheric plasma is generally considered to be overall neutral,
i.e., containing equal concentrations of electrons and ions, and has
characteristic temperatures of the order of 0.1 eV. Plasma density varies
with altitude and exhibits peak densities of order 106 cm"3 at about 300
km (magnetic) equatorial altitude (see Fig. 4). The densities,
temperatures and ionic composition vary diurnally, seasonally and with
solar activity [Ref. 1]. The motion of the ionospheric plasma particles
is greatly influenced by the Earth's magnetic field and the ionospheric
plasma co-rotates with the field. Because of the magnetic field's
influence, the particle densities also vary with latitude, being larger
near the magnetic equator than near the poles at a given altitude.

The other plasma environment of particular interest for spacecraft
interactions is that associated with geomagnetic substorm activity. These
plasmas are characterized by higher temperatures (5 - 20 KeV) and lower
densities (: 1 cm- 3) than the ionospheric plasmas, as illustrated in Fig.
5 [Ref. 16]. Such plasmas surround spacecraft in near-geosynchronous
orbits in the pre-midnight to dawn local time region, and are carried down
magnetic field lines to produce higher-energy particle streams in the
auroral zones.

A space system in a plasma environment comes into "electrostatic"
equilibrium with the plasma by acquiring suTface charges and system
potentials such that the net current is zero (Refs. 17, 18]. This process
occurs point-by-point for insulation, taking local fields, plasma sheath
structures and surface charged particle emissions such as secondary
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Fig. 4: Densities of low energy plasma in the plasmasphere.
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Fig. 5: Model of geosynchronous substorm plasmas (temperature and
density).

electrons into account, and globally for conductors. Motionally induced
potentials and system-generated voltages must also be considered, as must
all sources of current from the natural environment (electrons, ions,
photoelectrons) and from the system itself. This equilibration process
establishes the system and surface potentials relative to plasma reference.
The equilibrium is generally treated as quasistatic but is dynamic in the
sense that it changes with any changes in current between the system and
the environment.

The charging response of a surface in a plasma may be illustrated by
considering the simple case of an insulating surface element and the
current densities which must be balanced to obtain net zero current to it,
as illustrated in Fig. 6 [Ref. 19]. Current densities to the surface are
those due to environmental electrons and ions, secondary and backscattered
electrons produced by these primaries, leakage current through the bulk
insulator, and, if sunlit, photoelectrons. Other current densities which
can be considered are secondary ions due to ion impact (generally a small
contribution) and surface leakage currents. In general, all the current
densities are functions of the surface potential (and the local electric
fields due to adjacent surfaces). For an isolated surface in a plasma,
i.e., ignoring photoelectrons and leakage currents and assuming electric
fields at the surface due only to its own potential, the "rule of thumb"
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is that the surface will charge negatively to a potential of the order of
the electron temperature. The surface charges negatively because the
electrons are much less massive than the ions and consequently their flux
is much larger, assuming that the electron and ion temperatures are
approximately the same.

For purposes of analyzing plasma- systems interactions, geosynchronous
substorm plasmas and ionospheric plasmas represent two distinct regimes.
In the hot, tenuous substorm plasmas, the Debye lengths, or distances over
which the plasma will rearrange itself to screen a (small) charge or
potential, are hundreds of meters, large enough so that in general the
space system may be considered small by comparison. Space charge effects
are negligible, so Laplace's equation may be used to compute potential
distributions around the spacecraft and current densities from the plasma
may be computed via orbit-limited Langmuir probe theory. System voltages
are generally small relative to the plasma temperatures, so the natural
environment drives the interactions electrically. The system may also be
considered to be at rest relative to the magnetic field and the plasma.
Environmental plasma current densities are very low, the electron current
density being typically of order 10-10 - 10-9 A/cm2 . Because of this,
photoelectron currents from sunlit surfaces, with typical current densities
of order 10-9 A/cm2 , play an important role. Thus, in sunlight, the
shadowed insulating surfaces of a spacecraft immersed in a substorm plasma
charge negatively as described above, while the sunlit surfaces remain near
zero potential until the negative potential on the shaded surfaces becomes
large enough to form potential barriers over the sunlit side which suppress
the emission of the low energy (kT - 2 eV) photoelectrons, allowing the
entire spacecraft to begin charging negatively [Ref. 20]. This process
results in the development of kilovolt-level differential potentials
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between various surfaces, and large local electric fields. The higher
energy tail of the electron energy distribution (20 - 100 keV particles)
can also penetrate several microns into insulating materials, depositing
"buried" charge layers with corresponding high electric fields within these
materials. Arc discharges due to differential charging and/or breakdowns
due to buried charge layers are believed responsible for anomalous behavior
of many geosynchronous satellites [Ref. 21].

By contrast, in the relatively cold dense ionospheric plasmas, Debye
lengths are of order mm to cm, so space systems in this regime are large
by comparison. Space charge in this regime plays an important role both
in sheath formation and in determining current densities to surfaces,
necessitating the use of Poisson's equation to compute potentials and
space-charge-limited formulations for sheath thickness and current
densities. System voltages are generally large compared to plasma
temperatures. The system is also in motion relative to both the plasma and
the magnetic field. At LEO, the spacecraft along-track orbital speed (-7.5
- 8.0 km/sec) is large compared to the ion thermal speeds (0.5 - 1.0
km/sec) but small compared to the electron thermal speeds, so that plasma
ram and wake phenomena are important. For large systems the motionally
induced potential is also important.

In this regime, the initial focus of plasma-system interactions
analysis is determination of the electrical floating potentials of the
system. Because in this case the system is regarded as high voltage,
overall current balance requires that some portions of the system are
positive relative to plasma to collect electrons while others are negative
to collect sufficient ions to attain net zero current. In general a larger
area must be negative, again because of the small mass (large mobility) of
electrons relative to ions. The calculation is complicated by the motional
effects, the need to account for system-generated plasmas and in some cases
the need to account for the effects of secondary emission from insulating
surfaces in determining currents to adjacent conductors [Ref. 18].
Concerns include potentials of the system (and in particular the system
electrical reference or "ground" potential) relative to plasma, parasitic
currents flowing through the plasma, currents driven through structures and
arcing of negatively-biased areas, including solar arrays, to the plasma
[Ref. 22].

The situation of low altitude, high inclination spacecraft presents
some specirl concerns, because they pass through the auroral zones. At
high latitudes, the substorm plasmas, flowing down the magnetic field
lines, result in kilovolt-energy streams of electrons and ions at low
altitudes in the auroral zones. These impinge on high inclination
spacecraft as they traverse these zones and can result in various charging-
related phenomena [Ref. 23].

Short term effects of plasma interactions on systems include surface
material charging, parasitic currents through plasmas or structures,
reference potential shifts relative to plasma, arcing between
differentially charged surfaces or from the spacecraft to space with
associated current pulses and EDI, and breakdown of thin insulating films
covering conductors at voltage. Long term effects include electrostatic
enhancement of surface contamination, sputtering induced by ions
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accelerated into biased surfaces, and enhanced degradation of surface
materials due to electrical stress and/or breakdowns.

2.6. FAST CHARGED PARTICLES

Energetic (Q hundreds of keV) particles in the Earth's environment include
the trapped particles (electrons and ions) in the radiation or Van Allen
belts, solar flare protons and Galactic cosmic rays [Ref. 24]. Because of
their high energies, these particles penetrate into materials on spacecraft
and cause a variety of detrimental effects which must be considered in
spacecraft design. The trapped particles are an integral part of the
Earth's magnetosphere; their motion is dominated by the Earth's magnetic
field and comprises spiraling about the magnetic field lines, bouncing or
being reflected (mirrored) in the northern and southern hemispheres and
drifting in longitude [Ref. 25]. Two zones, the inner and outer are
usually identified. Both protons and electrons exhibit peaks in flux in
the inner zone at magnetic equatorial altitudes of about 1.5 - 2.0 Earth
radii (RE, measured from the Earth's center). The proton fluxes dominate,
with proton energies to hundreds of MeV. This proton population is quite
stable. The outer zone exhibits peak fluxes of electrons at around 5 RE,
with energies to about 7 MeV. The electron populations are quite dynamic
and much more variable than the protons. Models of the energetic trapped
particle populations are maintained by the National Space Sciences Data
Center (NSSDC) at NASA's Goddard Space Flight Center [e.g., Refs. 26, 27].

Energetic protons (10 MeV to -1 GeV) associated with solar flares
impinge on Earth's magnetosphere sporadically. Earth orbital spacecraft
are somewhat protected from these by the magnetosphere, but systems in high
inclination orbits or at very high altitudes can be strongly affected [Ref.
24].

Galactic cosmic rays originate outside the solar system. They
comprise protons (85Z), alpha particles (14%) and heavy nuclei [Ref. 1),
and have energies in the 100 MeV - plus range. The fluxes of these
particles with energies below about 10 GeV are modulated via interaction
with the heliosphere (solar wind and interplanetary magnetic field) so that
their flux is reduced during periods of high solar activity [Refs. 1, 24].

Energetic particles interact with materials to produce displacement
of atoms via momentum transfer and to produce ionization in the materials.
Displacement disrupts the lattice and produces bulk damage in solids;
nuclei are far more efficient in producing displacement than are electrons.
Bulk damage is of most concern for semiconductors whose electrical
properties can be severely affected [Ref. 24].

Both electrons and nuclei produce ionization in materials. In most
cases, it is the cumulative effect of ionization, known as radiation dose
(a measure of energy deposited per umit mass of material) which is of chief
concern, though the rate at which the energy is deposited (dose rate) is
important in some cases (Ref. 24]. Semiconductors, semiconductor devices
and dielectrics are subject to this type of damage, which can degrade
electrical and mechanical performance.

Degradation of materials due to displacement and ionization processes
is generally referred to as radiation damage. Materials, and particularly
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semiconductor devices, are carefully screened for appropriate radiation
resistance for use in space applications.

In addition to the long term effects of energetic particle
impingement, there are a group of effects, known as single event phenomena,
which present particular hazards to semiconductor devices and are the
consequence of a nuclear particle passing directly through a junction and
depositing charge there [Ref. 28]. These include: Single Event Upset
(SEU) irr which the impinging nucleus produces sufficient charge to change
the logic state of the device, but the circuit is such that it may be reset
by command; Single Event Latchup (SEL) which is the same except that the
affected logic switch cannot be reset; and Single Event Burnout (SEB) in
which the particle, impinging on the gate region of a power FET results in
its failure and shorting of the power supply. Evidently, some level of SEU
may be tolerable, but SEL and SEB must be avoided! The single event
phenomena present increasing hazards as technology "improves" to produce
devices which are smaller and lower energy, because such devices are
vulnerable to lower energy impinging particles than their "less
sophisticated" counterparts.

As a final note, energetic particles impinging upon a spacecraft
produce secondary radiation in passing through the spacecraft's materials.
This includes Bremsstrahlung or "braking radiation" produced as electrons
are slowed down, and secondary protons and neutrons produced by impinging
nucleons. These may be of concern for some applications [Ref. 24].

2.7. METEOROIDS AND DEBRIS

The term "meteoroids" refer to the solid particulates of extraterrestrial
origin present in interplanetary space in the Earth's vicinity. There are
a number of models for the flux of meteoroids as a function of mass, one
of which (due to Grun et al. [Ref. 291) is shown as Fig. 7. The range of
masses is extensive; the models are given in terms of cumulative flux in
number m-2 sec"1 versus mass in gm. The model shown in Fig. 7 is for the
interplanetary flux at 1 AU. In order to use such a model to analyze
meteoroid impacts on Earth orbital spacecraft it is necessary to modify the
interplanetary flux to account for the presence of the Earth and the
velocity of the spacecraft in orbit. Meteoroids also exhibit a
distribution in velocities which is presumed isotropic in direction, but
whose speeds change between Earth and interplanetary space [Ref. 30]. The
range of velocities is from 11.1 km/sec (escape velocity) to about 72.2
km/sec at the top of the Earth's atmosphere, with an average of about 16.9
km/sec. In interplanetary space, velocities range down to zero, and the
average also shifts down, to about 12-13 km/sec.

Modifications to the interplanetary flux of meteoroids for Earth
orbital applications must account for gravitational focussing (which also
accounts for the change in the velocity distribution) and geometry factors
due to shielding of the flux by the Earth (these depend on altitude and the
orientation relative to the Earth of the spacecraft surface of interest).
Gravitational focussing generally increases the flux as the Earth is
approached according to the formula for the focussing factor X [Ref. 31].

X (H) - 1 + v.,c2/vo2



PURVIS 37

METEOROIDS'

i I I -

10 i 1
S10-1 5

100

S,-9O 1 f I U Xi

10-10.... .. _
10 1 i 1 i , 9 7 2 l

Fig. 7: Model of interplanetary meteoroid flux [Ref. 29].

where H is the altitude, 'J* is the particle velocity in interplanetary

space and v*,= is the escape velocity at H which is given by

v,¢- (2GM/(R+H))}I/,

with G the gravitational constant, H the Earth's mass and R the Earth's

radius. It may be noted that in general for a particle at altitude H,

v(H) - (v,,2 + v.ZH 12

which accounts for the velocity distribution modification implied by

gravitational focussing. The Earth shielding factor (ESF) for a particular

surface will depend on altitude and surface orientation (Ref. 32]. It is

always <l. The adjustments x and ESF do not account for the orbital motion

of the spacecraft through the (isotropic) velocity distribution of

meteoroids at altitude H. This requires an additional adjustment (akin to

a ram/wake calculation) to the flux which depends on spacecraft velocity

in orbit and surface orientation relative to this velocity (Ref. 32]. In

addition to the meteoroids there are solid "particles" in Earth orbit of

manmade origin. About 51 of these are active spacecraft; the rest include

inactive spacecraft, spent stages, fragments and smaller particulates

resulting from collisions, explosions and operations of spacecraft (Ref.

33]. These are not truly part of the natural environment but are a part

of the orbital environment of increasing concern as a hazard to space

systems, and are referred to as orbital debris. Most of these are in

orbits below about 2000 km altitude and in all inclinations, with a smaller

"ring" near geosynchronous orbit. The larger debris objects (> 10 cm

diameter) are tracked by the US Systems Command; in this size range they
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far exceed natural meteoroids in flux. There is evidence from Skylab,
Solar Max and other sources for the presence of debris particles in small
mass ranges as well [Ref. 33]. Analysis of impact data from LDEF,
currently underway, should help to resolve the debris fluxes in the smaller
mass ranges [Ref. 34]. The most recent model for debris flux versus mass
has been developed by Kessler et al. [Ref. 35]. Because the debris
population is in orbit about the Earth, its velocity distribution is quite
different from that of the meteoroids; average velocities are lower, and
the velocity of impact is strongly dependent on spacecraft surface
orientation (in a given orbit, debris particle speeds are comparable to
spacecraft orbital speeds).

The obvious- cnnoern for spacecraft from both meteoroid and debris
impacts ip mechanical dimage. Aside from the possibility of a collision
with some large debris object (probably catastrophic, but statistically
still reasonably unlikely so far!), the concern is for long term material
degradation from repeated small impacts, and for protection of critical
elements which might be vulnerable to a single impact. Examples of the
latter would be puncture of a pressurized vessel or a critical electrical
element. There is some evidence that particulate impact of insulation
separating power system components at different voltages can produce
permanent short circuits, particularly at higher (Q 100 V) voltages [Ref.
36]. In impacting a material at high velocity, a particulate vaporizes (as
does some of the impacted material) and produces a dense localized plasma
which can conduct large currents if an electric field is present. Such
currents if sustained by external voltage sources (e.g., the power system)
can result in more extensive damage and permanent short circuits.

Particulate impacts can also produce synergistic effects which may
be hazardous. These include enhanced rates of chemical (e.g., 0 erosion)
or plasma interactions due to damage of thin protective coatings and
impact-stimulated release of buried charge in insulators such as surface
materials of geosynchronous or polar orbiting spacecraft.

2.8. SYSTEM GENERATED ENVIRONMENT

The contribution of the system to its local environment depends on
characteristics of the system such as size, power/voltage levels, type of
operations and/or payloads and so forth. The level of disruption of the
natural environment also depends on that environment itself in the sense
that it is the "lower energy" environment factors which are typically most
readily changed by the system's presence and activities. Environmental
factors likely to be affected include neutral gases, low energy plasma; and
fields.

A system may affect its local neutral gas environment via its motion
through the ambient neutral population in LEO, producing ram and wake
phenomena. It may contribute directly to the neutral population via
outgassing, operation of thrusters, effluent dumps, chemical gas releases
from experiments and so forth.

Low energy plasma populations in LEO are similarly affected by
spacecraft motion and releases of ionized gases, including ionized
fractions of thruster plumes, as well as plasma components produced by
charge exchange of ambient ions with spacecraft-released neutrals. These

I
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plasma populations are also strongly affected by the electric and magnetic
fields generated by spacecraft power systems, surface charges and/or
motion.

Surface charging and the resulting electric field configurations play
an important role in geosynchronous spacecraft charging because they
control the behavior of the low energy secondary and photoelectrons which
constitute an important part of the current balance [Ref. 20]. In
geosynchronous, as in LEO, any spacecraft-generated source of charged
particles will alter the current balance and therefore the charge state of
the spacecraft.

As noted earlier, the local acceleration (perceived "gravity")
onboard a space system will be affected by thruster operations, internal
motions and so forth. Spacecraft sources of radiation include secondary
radiations and onboard nuclear devices.

A comprehensive treatment of environmental effects for any given
environment factor requires assessment of the spacecraft-generated
components, which become part of the local environment. A fully
comprehensive environment compatibility assessment at the system level
demands consideration of effects for all the environment factors.

3. System Design for Environment Compatibility

A conceptual flow chart for the system design process is shown as Fig. 8.
One begins with a mission, a stated goal or set of goals for the system to
fulfill. The mission may be an operational application such as a
communications platform, scientific data gathering (e.g., measurements of
the space environment itself or space-based observations of Earth or other
celestial objects), or it may be technology demonstration. It may be
manned or unmanned. Some systems such as the Space Station have a
multiplicity of intended uses; this renders the design process more
complex. The mission, once defined, determines the system's orbit or
location in space, and defines certain system characteristics such as
general size, power level, lifetime and complexity of required operations.
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Fig. 8: Conceptual flow chart for system design process.
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The orbital location (and for some factors, mission duration) in turn
determines the natural environment in which the system must operate. The
system characteristics lead to a conceptual design which is refined in
stages (preliminary, detailed, final) for each subsystem and for the system
as a whole. As part of this design/refinement process, analys. : are made
to the system's interactions with its environment and the consequences for
performance. Such analyses use as input various specifications for the
environment factors and the system characteristics, and produce
requirements on the system design which are incorporated into design
refinements. Testing is conducted at various stages to aid in the analysis
and as proof of concepts and design demonstration. At each stage the
mission requirements are reviewed to ensure that the system will fulfill
the mission. In cases where requirements conflict, trade studies must be
done, with satisfaction of the mission objectives as the deciding factor.

Design approaches to control environmental impacts include selection
of materials and coatings, selection of electrical components and circuits,
protection of critical elements (e.g., from impact or radiation),
hardening, design and placement of subsystem elements to minimize
interactions or interference and restrictions on operations of some
subsystems. In some cases, control of the local environment is indicated,
such as providing cryogens or pressurized containers. Use of plasma
sources to control spacecraft potentials has been considered for some
systems. Other active environment control measures may also be useful.

Requirements stemming from one set of environmental compatibility
concerns are frequently different from, and sometimes in conflict with
those stemming from another set. In such cases subsystem or system level
trade studies are necessary to identify the optimum design choice. As an
example, a material with desirable thermal and vacuum stability properties
may be unacceptable from an electrical viewpoint (too conductive, too
insulating or unstable under atomic oxygen bombardment.) Then another
material must be sought, or perhaps a new material or coating developed for
the application.

The usual approach to environmental interactions has been to treat
each environment factor separately, performing analyses and conducting
tests, and placing requirements on materials, electronics, subsystems and
so forth as indicated. The requirements levied by the individual analyses
must then be integrated via system requirements documentation. As missions
and systems become more complex, this approach becomes more tedious and
subject to conflict. In recent years there has been increasing effort to
develop more comprehensive engineering analysis tools to aid in system-
level design trade studies. Examples of this trend include ESABASE [Ref.
37] in Europe and EPSAT [Ref. 38] in the US.

4. Conclusion

The natural environment of near-Earth space is complex and dynamic and
'contains many components, some of which are strongly influenced by the
system's presence and operations. Environmental compatibility is an
essential element of system design, with the relative importance of various
environmental effects ultimately determined in each case by their impact
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on the system's ability to perform its mission. Traditionally,
environmental effects on systems have been considered as a set of separate
entities, with each environment factor treated separately in terms of
analysis and testing, and resulting in separate sets of requirements on
materials, electronics, subsystems, etc. which are then integrated at the
system level via requirements documents. As missions and their associated
systems become more complex, such an ex-post-facto approach becomes
inefficient at best. Development of comprehensive environmental
compatibility analysis tools and inclusion of environmental compatibility
assessments as an integral part of the design process from the inception
of mission/system definition would appear to be the direction for future
progress.

The intent of this paper has been to introduce, in overview form, the
various environment factors and some of their effects on Earth orbital
systems, and to suggest a "systems" perspective from which to view these
environment interactions and impacts. The coverage has been intentionally
brief. It is anticipated that the following papers in this volume will
provide details of the environment, the interactions and effects, and
summarize experience with some actual space systems from the environment
effects perspective.
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ABSTRACT. Near-Earth Space is the principal space environment in the
context of the Advanced Study Institute. It includes the (• 1000km thick)
terrestrial atmosphere, in which most contemporary space activity takes
place, and the magnetosphere. For planetary missions interplanetary space
and the atmospheres of other planets are also important parts of the space
environment. The near-earth space and planetary space environments are
greatly. influenced by the effects of solar particulate and electromagnetic
radiation, and the effects of planetary gravitational and magnetic fields.

This paper introduces the concepts of space activities and the space
environment. It also reviews the properties, constitution, structure and
energy exchange processes of the atmosphere with emphasis on neutral
species.

1. Introduction

This NATO Advanced Study Institute is devoted to a discussion of the
Behaviour of Systems in the Space Environment. In the introductory
presentations we therefore first review the nature and properties of the
environment in which space systems operate to provide a scientific context
for the discussions of space systems which follow.

Contemporary space activities of many nations may be broadly
classified into the following categories:

"* Space ARplications
Use of Communications and Earth Observations Satellites.

" Soace Technology
Fabrication and engineering of components of launch systems,
space vehicles, payloads, communications and data handling
systems.
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Space Science

Use of Space Systems to perform research:
IN SPACE (e.g., microgravity research in space

laboratories)
ON SPACE (e.g., study of local space plasmas)
FROM SPACE (e.g., astronomical and earth observations from

observational satellites)

Apart from the use of communications satellites and some planetary
probe activities, most of the above space applications and space science
activities are carried out within the 1000km thick terrestrial atmosphere.
A few extend into the magnetosphere and the solar-terrestrial region of
near earth space, and some occur in interplanetary space. These are the
regions of the space environment with which we are mainly concerned in this
Advanced Study Institute.

The principal influence to which near-earth space is subjected is the
energy flux from the sun. It has particle (solar wind) and electromagnetic
radiation (from the X-ray to microwave) components. Solar properties and
radiation are reviewed in following contributions.

The magnetic field of the earth exerts a profound influence on the
charged particles in the solar wind. It gives rise to the magnetosphere
and the radiation belts in near earth space. Further, the terrestrial
magnetic field exerts a great influence on the ionospheric layers of the
high atmosphere. The properties and phenomena of the magnetosphere and of
the ionospheric are also reviewed in following contributions.

The properties of interplanetary space, and the properties of cosmic
rays and energetic particles, all of which contribute to the space
environment are also reviewed in later lectures.

Part of the local near-earth space environment is particulate, with
natural (micrometeors) and anthropogenic (space debris) components. Both
of these have to be understood, for they can cause collision damage to
space systems. They too are each reviewed below in the hypervelocity and
impact physics contributions.

Typical space instrument platforms, and their nominal altitudes are
as follows.

INSTRUMENT PLATFORMS ALTITUDES (km)

Ground (upward looking) 0
Aircraft 5-10
Balloons 25-30
Sounding Rockets 100-200
Earth Observations Satellites 300-700
Astronomical Satellites (various) 500; 600; 30;000; 80,000
Shuttle 300
Space Station/Mir 700

The near-circular orbits of many spacecraft thus lie in the upper
atmospheric region of near-earth space. Spacecraft with more eccentric
orbits traverse not only the upper atmosphere but also the more remote
regions of near-earth space. Consequently many spacecraft experience the
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physical conditions of the mesosphere, the thermosphere and the exosphere
of the terrestrial atmosphere as well as the magnetosphere in some cases.
The conditions are determined by neutral and charged particle interactions,
particulate collisions, electromagnetic radiation over a very broad
spectral range, and electric and magnetic fields. We therefore devote much
of this presentation to an overview of the space environment of the
terrestrial atmosphere.

The orbits of other spacecraft (e.g., geosynchronous satellites,
magnetospheric satellites and planetary probe satellites) are much further
from the earth, and they experience the physical conditions of the
magnetosphere and of interplanetary space.

; It should also be remarked that unlike typical laboratory
circumstances, at satellite orbital speeds of say 10 km/sec, the kinetic
energy of collision between the satellite surface and an environmental
particle, such as an 0-atom, is about 8ev which can give rise to
significant physico-chemical effects. These are discussed in later
presentations.

An excellent contemporary reference to some of these topics is
Handbook of Geophysics and the Space Environment [Ref. 23, 3rd edn]
produced by the Air Force Geophysics Laboratory. The earlier editions of
this-fine reference work [Ref. 30, 31] and also the Satellite Environment
Handbook [Ref. 22] are also of great scientific and historical interest.

2. Structure of the Terrestrial Atmosphere

We are concerned here with the general properties of the terrestrial
atmosphere as it currently exists. It is beyond the scope of this brief
presentation to discuss the long term evolution of the atmosphere into its
current state [see e.g., Ref. 19, 32].

The atmosphere is a complex multicomponent compressible fluid. At
different altitudes it is influenced by, and exhibits the following
phenomena:

* the mechanics of compressible fluids and their mass transport
(e.g., winds, meteorology and climate)

* atmospheric (photo) chemistry; the production of atomic and
molecular neutral and ionized species and their energetic
reactions (e.g., aeronony)

* atmospheric ionization and electromagnetics (e.g., ionospheric
phenomena and radio propagation)

a atmospheric luminosities (e.g., the aeronomy of the aurorae,
airglow, shuttle glow, etc.)

Continuum, gas kinetic and particle ballistic models have been
developed to describe the behaviour of various atmospheric layers.

Many ground based, aircraft and balloon based, sounding rocket and
shuttle based, and satellite based instrument packages, which depend on



48 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

diverse technologies have been developed over the past few decades to study
atmospheric phenomena by remote sensing and by immersion sensing methods.
The interpretation of such work requires an extremely multidisciplinary
approach, calling for the skills of meteorologists, climatologists,
atmospheric scientists, modellers, physicists, chemists, equipment
designers, engineers, data analysts, etc. Further, while a general
understanding of the structure, composition and processes of the atmosphere
exists, that understanding is still rapidly evolving. New phenomena such
as the polar ozone "holes" [Ref. 3, 4, 15] continue to be revealed and are
intensively studied.

In addition to the various editions of the Handbook of Geophysics
cited above, other excellent texts on atmospheric properties and aeronomic
processes exist. For authoritative discussion of some of the topics
briefly reviewed below, the material in Ratcliffe [Ref. 27], Whitten and
Poppoff [Ref. 33, 34], Banks and Kockarts [Ref. 1], Chamberlain [Ref. 8],
Brasseur and Solomon [Ref. 2] and Rees [Ref. 28] is highly recommended.

The upper limit of the atmosphere is not sharply defined. It is the
region where the number density of particles is indistinguishable from that
of the magnetospheric medium into which it merges. Its location and
properties are time dependent and vary with the strength of solar activity.
For our purposes it is convenient to adopt about 1000km as the altitude of
the fringe region of the atmosphere from where the light mass components
H and He escape into space. In that region the collisional mean free paths
are on the order of 106 m. The gas laws do not strictly apply, and
molecular trajectories are ballistic.

The properties of the 1000km thickness of the atmospheric environment
are reviewed below, for that is the region in which maay space systems are
operationally immersed. The lower regions of the atmosphere are
electrically neutral. The upper layers have significant populations of
electrons and positive ions in the various layers of the ionosphere, the
plasma properties of which are significant.

The principal species of the atmosphere and the variation of their
concentration with altitude is displayed in Figs. la and lb. It is clear
from these figures that the concentration of each of the most abundant
components (N2 , 02, A, C02 ) appear to decrease exponentially with altitude
to about 86km, and that their relative concentrations do not change much
up to this altitude. The presence of photochemically produced species like
0, OH, NO, H is also clear. Above 86km the variation of species abundance
with altitude is somewhat more complex.

The principal atmospheric regions (troposphere, stratosphere,
mesosphere, thermosphere and exosphere) are characterized by the
atmospheric temperature profile. This is illustrated in Fig. 2. The
"pauses" where dT/dz-O were suggested by Chapman to delineate the
boundaries between regions. The physical conditions in each of the
regions, and the characteristic processes which take place in them vary
from region to region. The temperature profile of a region is a
manifestation of its heating budget which depends upon absorption and
emission of radiation and the related photo-dissociation, photo-ionization
processes and mass transport processes.
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Energy input in a layer depends upon the product of number density
of absorbing species (N,), frequency distribution of radiation density p(v)
(or intensity 1(v)) at the altitude concerned, and the cross-section (o(v))
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for the absorption process. The profile of a layer at altitude z is then
controlled by N,(z) I(v,z) o(v,z). By extension of these concepts, Chapman
[Ref. 11, 12] developed a celebrated phenomenological model of atmospheric
layer formation in which account is taken of radiation absorption leading
to photodissociation or photoionization. Its applications to the formation
of the ionospheric layers is briefly reviewed elsewhere [Ref. 31, 2-11.

Im mmm mm m mm m m m mmm
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2.1. ATMOSPHERIC LAYERS

The troposphere, which occupies the important lowest = lOkm of the
atmosphere, contains about 75% of the atmospheric mass at any point
(depending on latitude). It is the realm of climate, weather, meteorology,
aircraft flight and, of course, life. It maintains important environmental
interactions with all parts of the earth's surface. The planetary boundary
layer where viscous phenomena and wind shears are emphasized lies in the
lowest kilometer of the troposphere. The universal gas law

P - pR*T/M.-NR*T/NA - N k T (la)

holds well in the troposphere: At altitude z, P is the total pressure, p
is the mass density, R* is the universal gas constant, k is Boltzmann's
constant, T is the absolute temperature, M. is the mean molecular weight,
N is the total number density of molecules, and NA is Avogadro's constant.

The partial pressure Pi of species i of number density ni is:

Pi- ni k T (lb)

and

P " E P, . (ic)

The vertical equilibrium of an atmospheric slab of vertical thickness
dz which supports a pressure change of -dp is given by:

-dP - g p dz (2a)

where g is the altitude-dependent acceleration of gravity MG/(Ro+z) 2 . M

and R. are, respectively, the terrestrial mass and radius, and G is the
universal constant of gravitation.

From Eqs. (la) and (2a)

P/Po-p/po- N/NO- exp l-z/H] , (2b)

where

H - R*T/gMo (2c)

is the so-called "scale height". It is the altitude change over which the
pressure, mass density and number density changes by l/e (=-0.46). The
concept of scale height has many applications in the aeronomy of planetary
atmospheres. It is in general z-dependent, for both T and M. vary with
altitude.

Equation (2b) is the familiar "barometric" equation. Its excellent
representation of atmospheric circumstances to an altitude of about 86km
is seen in the linearity to this altitude of the semi-logarithmic plots of
abundance of major species in Fig. 1. The semi-logarithmic plots of
Figs. 3a and 3b display the variation of P, p, N, T, Mo, mean free path,
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Fig. 3a: Profiles to 700km of temperature, pressure, density and molecular
weight from U.S. Standard Atmosphere 1962 [Ref. 31, 2-2].

collison frequency and particle speed, with z up to 700km. Note the
linearities of P, N, and p in these plots up to 86km.

The reason that the barometric equation so well represents
atmospheric conditions up to 86km is seen in Fig. 3a which displays the
variation of mean molecular weight M. of atmospheric constituents with
altitude to 700km. Mo is constant (28.964kg/kmol) from the surface to
about 86km, which is the altitude of the onset of the thermosphere. Over
this range of altitudes the effects of diffusion and of photochemistry have
a minimal influence on Mo. The relative proportions of the major
constituents is unchanged. The decrease of M. with altitude in the
thermosphere above 86km is due to photodissociation and photoionization of
major species in the thermosphere.

Photochemical effects also occur in the stratosphere and the
mesosphere with the consequent formation of important minor constituents,
as is seen in Fig la. This has a very small effect on the mean molecular
weight in those regions because the number density of new species
(principally 0 and 03) formed in the stratosphere are about 7 orders of
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Fig. 3b: Profiles to 700 0 of number density, collision frequency, mean

free path and particle speed from U.S. Standard Atmosphere 1962 [Ref. 31,
2-3].

magnitude below the number densities of the principal atmospheric
constituents, (N2 , 02, A, C02 ) which control M0 .

In the troposphere, the constant decrease in temperature with height
of between 6 or 7 0K/m is called the (adiabatic) lapse rate. In Fig. 2a

we recognize the tropospause atbout 10km. Above this is the stratosphere

through which the temperature rises as a result of absorption of solar
radiation and the formation of ozone which is discussed at length in
section 2.2. The stratosphere which terminates at the stratopause near
50k, is followed by the mesosphere (middle atmosphere) in which many

complex photochemical processes occui, and throughout w:hich the temperature
falls. The mesosphere terminates at about 86km which is the location of
the mesopause. Above the mesopause is the thermosphere, across which the
temperature rises dramatically. There are few opportunities in this region
for heat produced by photodissociation and photoionization processes to

dissipate, for the collision frequency is so small (e.g., 1 sec-1 at
300km), and the collision mean free paths are so lar~e (e.g., 1kim at
300k). Figures 3a and 3b display the variation of collision frequency and
mean free paths to 700s. Diffusion is important at these altitudes.
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Gravity wave phenomena are observed through the mesosphere and thermosphere
[Ref. 21, 29].

The positive temperature gradient in the thermosphere is related to
heating arising from absorption of ultraviolet sunlight with consequent
photodissociation of oxygen molecules into "hot" 0 atoms. Atomic oxygen
rapidly becomes a permanent component of the thermosphere with increase in
altitude. The temperature gradient decreases in the region of 500km at the
thermopause. Its location is very dependent upon solar activity.

The fringe region of the atmosphere above the thermosphere is called
the exosphere in which molecular trajectories are ballistic. Throughout
the thermosphere photodissociation causes the mean molecular weight to
decrease with increasing altitude as indicated in Fig. 3a. Further,
photoionization processes give rise to the various layers (D, E, F, etc.)
of the ionosphere, the onset of which lies at the top of the mesosphere.
Most of the ionospheric layers lie in the thermosphere. It is reviewed
more fully in a later chapter [Ref. 25].

The atmospheric layers identified above lie in three broad regions:
The Homosphere, The Heterosphere and The Exosphere characterized by the
physical conditions which exist in them.

The HOMOSPHERE occupies the bottom 86km of the atmosphere. It
includes the troposphere, the stratosphere and the mesosphere. In this
region the atmosphere is well mixed, collision frequencies are high, mean
free paths are small (see Fig. 3b), the perfect gas law and the barometric
equation hold well, and the relative fractions of the principal components
(N 2, 02, A, CO 2 ) are constant. The mean molecular weight is also constant
(28.9644 kg/kmol, see Fig 3a). The region is homogeneous. Different
photochemical processes indeed occur in the three regions, but these relate
to the chemistry of the minor components as seen in Fig. 1. The scale
height in this region depends solely on T/g, and thus upon the variation
of T with altitude.

The HETEROSPHERE lies above the homosphere. It contains the
thermosphere. In the heterosphere, from 86km to above 500km, depending on
solar activity, photochemical reactions and diffusive separation of
components ensure a steady decrease in mean molecular weight with increase
in altitude (see Fig. 3a). Mean free paths are large and collision
frequencies are small (see Fig. 3b). The region is thus heterogeneous.
Mixing effects of winds do not influence the variation of species with
altitude. Photodissociation of 02 causes 0 to be a very important
component of the heterosphere. This can have a significant effect on space
systems at those altitudes. Photoionization effects in the heterosphere
give rise to the high concentrations of electrons in the F regions of the
ionosphere [Ref. 25]. In the heterosphere the scale height depends on
T/Mg. Its increase with altitude is controlled both by the increase in
temperature and by the decrease in mean molecular weight with increase in
altitude.

The EXOSPHERE is the region above 500km in whi h the light species,
mainly H and He whose scale heights are large, are the principal

components. The collision frequencies are so small (Z I per minute) that
atoms of H and He escape from the atmosphere on ballistic trajectories.
The number density of principal components of the exosphere are illustrated
in Figs. 4a and 4b as a function of height.
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A study of the vacuum UV spectrum of the airglow reveals that the
earth is surrounded by a cloud of H which emits Lya at 1216A. This
suggested the use of the term geocorona to describe the outer regions of

the exosphere, for Lya is also a major spectral emission from the solar

corona.
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2.2. IMPORTANCE OF PHOTODISSOCIATION PROCESSES IN ATMOSPHERIC STRUCTURE

It is clear from Fig. 1 that the allotropes of oxygen, 0, 02 and 03 are
persistent and important upper atmospheric species variously in the
troposphere, the stratosphere, the mesosphere and the thermosphere. The
very significant effects of atmospheric 0 on space systems will be
discussed later in this Advanced Study Institute. Thus in this section a
discussion is given, in an atmospheric context, of the formation of 0 and
03 from photodissociation of 02.

The potential curves of the more important electronic states of 02
are displayed in Fig. 5. From the standpoint of long path atmospheric
absorption phenomena, the electronic absorption transitions (band systems)
which involve these states are [Ref. 20]:

hv + 02 (X 3 EZ -> 0 2 (alsa) (Infra-red Atmospheric Absorption System)

-> O2 (b
1Z ) (Atmospheric Absorption System)

-> O2 (A3 Z ) (Herzberg I System)

-> 0 2 (B 3
XZ ) (Schumann-Runge System)

8

B
3
1:

6- l

0 (
3

p) + 0 (3 p)

Potential 5- A3. .

(eV)
4-
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VN=o

0 1 2' 3' 4
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Fig. 5: Potential Curves of 02 electronic states.
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The strongest IR Atmospheric Absorption bands lie in the near IR at

1.2683 p (0,0) and 1.0674 p (1,0). The system is "forbidden" by electric
dipole selection rules. The resulting metastability of the long lived a 1as
state has important implications in the energetics and chemistry of the

troposphere. The b'E, state is less metastable, and bands of the

atmospheric absorption system are readily observed in long path lengths of

Oz. The strongest are at 6969A (0,0) and at 6895A (1,0). These bands are
indicated in Fig. 6 which is a realistic line-by-line spectral synthesis
of long path atmospheric extinction from satellite altitudes [Ref. 24].

The Schumann-Runge [Ref. 18], and Herzberg I [Ref. 14, 7] systems
play very important roles in the oxygen photochemistry of the stratosphere,
mesosphere and thermosphere. Because of the significant change ar. in
equilibrium internuclear separations r. between the X and the respective
A and B states, the absorption progressions from X3Zi(v"-0) to both the A
and the B states involves a set of bands attached to a shorter wavelength
photodissociation continuum (see Figs. 5, 7).

Solar radiation at wavelengths of the Schumann-Runge continuum is
strongly absorbed in the thermosphere and in the mesosphere. It does not
penetrate lower into the atmosphere. The Schumann-Runge continuum
transition is therefore the main source of 0 atoms in those regions. Solar
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Fig. 6: Spectral synthesis of atmospheric transmission spectrum between
600 and 700nm. Absorption features of the (0,0); (0,1); and (0,2) Bands
of the Atmospheric system, 03 Chapuis bands and H20 vibration rotation
bands are indicated.
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Fig. 7: Spectral synthesis of absorption cross section of 02 and 03
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radiation at wavelengths of the Herzberg continuum is less strongly
absorbed. It penetrates to the stratosphere where it is the main source
of stratospheric 0 atoms which give rise, after some chemistry, to the
ozone layer.

Absorption of solar radiation into the continua occurs when Franck
Condon "vertical" transitions from X3Z (v-O) terminate respectively on the
A or B potential curves at a location (r < r.) above the respective
dissociation limits. In these cases the bound-free transitions

O(3p) + O(ID) : S-R [Upper state 02 (B3Zý)]hv + O2 (X3 Z;) " " 0( 3p) + 0( 3p) H I [Upper state 02 (A3Zý)]

occur [Ref. 26]. The Herzberg I transition is modestly forbidden as an
electronic dipole transition for it breaks the - <-/-> - selection rule
[Ref. 20, p. 277]. Its bands and photodissociation continuum are thus
weaker than the Schumann-Runge bands.and continuum (see Fig. 7). The
formation of O('D) in the Schumann-Runge continuum has important
implications in the aeronomy of the mesosphere and thermosphere which are
well discussed by Banks and Kockarts [Ref. 1], Whitten and Poppoff
[Ref. 34], Ratcliffe [Ref. 27] and by Rees [Ref. 28].

In the case of the B state curve-crossing, predissociations which
occur at vibrational levels near v'-4 and above enhance the effect.
Figure 7 displays a semi-logarithmic plot of the absorption cross section
for the Oz molecule (from X1E v"O) and the 03 molecule between 2500A and
1500A. The 02 cross sections were computed using a realistic line-by-line
code which we have developed [Ref. 5, 6, 24]. The 03 data were measured
by Griggs [Ref. 17].
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In this figure, bands of the v"-0 progression of the Herzberg I
system lie between 2500A and 2429A. They merge into the Herzberg I
photodissociation continuum at 2430A. This continuum is overlaid between
2000A and 1751A with bands of the v"-O progression of the Schumann-Runge
system. These bands merge into the Schumann-Runge photodissociation
continuum at 1751A. This continuum runs to about 1350A with a maximum at
about 1425A. In Fig. 7 the segment of the continuum between 1751A and
1500A, is displayed.

Thus the two absorption processes which respectively give rise to
photodissociation of 02 in the atmosphere are:

Herzberg Continuum - Stratosphere

hv + O2 (X3E +) -> 0( 3P) + 0(3p) (1< 2430A)

Schumann-Runge Continuum - esosphgreTgermoSpnere

-> O( 3 P) + 0('D) (X< 1751A)

Solar irradiation of the atmosphere is the principal cause of the
photodissociation processes. It also stimulates photoionization processes
which give rise to the ionosphere. These are discussed below [Ref. 25].

The solar radiation which illuminates the terrestrial atmosphere is
the superposition of a) the illumination from the solar phovosphere which
radiates an approximately T G 6000'K black body Fraunhofer continuum
crossed with chromospheric absorption lines, and b) the atomic and ionic
line emission and very high temperature (• 106 OK) continuous spectrum of
the solar corona [Ref. 31, Chaps 15 and 16; Ref. 23, Chaps 1 and 2].

The high number density of 0 in the thermosphere indicated in Figs.
la and lb is principally due to the effects of solar radiation in the
Schumann-Runge photodissociation continuum. Smaller contribuLions are made
by solar radiation at the wavelengths of those Schumann Runge bands where
predissociation occurs, from Hydrogen line radiation at the Lyman a
wavelength (1216A), and from the Herzberg photodissociation continuum, in
order of decreasing importance, as illustrated in Fig. 8.

Similarly the relative importance of radiation at these wavelengths
which penetrates to various levels of the mesosphere is indicated in
Fig. 9. In this figure it will be noted that solar continuous radiation
in the Herzberg continuum has a dominating effect below about 65km as the
atmosphere becomes mare'and more opaque to shorter wavelengths.

At stratospheric altitudes solar radiation in the Herzberg continuum
is the only available photodissociative radiation which penetrates to these
levels. This is shown in Fig. 10 which also shows 02 photodissociation
rate from Schumann-Runge predissociated band wavelengths in the lower
mesosphere (where radiation reaches) and from solar radiation in the
Herzberg continuum in the stratosphere.
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Stratospheric absurption of solar radiation into the Herzberg
contlituum gives rise to the formation of 0 atoms (both in the ground and3p state). Chapman [Refs. 9, 10, 13] suggested that the three body
recombination reaction:

0 + 02 + M -> 03 + M

is responsible for ozone formation in the stratosphere. The collision
partner M is needed to balance angular momentum in the collision. H is
probably an 02 molecule.

The photochemical processes which take place in the stratosphere
result in reaction products with enhanced kinetic energy. This is the
source of stratospheric heating and the temperature rise to the
stratopause.

The ozone which is formed in the stratosphere exhibits three
electronic transitions, which in absorption give rise, respectively, to the
Hartley bands (2000A-3000A), the Huggins bands (3000A-3600A) and the
Chappuis bands (4500A-8200oA) [Ref. 17]. The intensity profiles of these
absorption transitions are displayed in Figs. lla, llb, and llc).

The Huggins and Chappuis bands, which lie in the visible spectra
region, are quite weak. The UV Hartley band absorption however is very
strong. It is the source of the UV opacity of the ozone layer over a broad
spectral range. It prevents solar radiation with wavelengths below about
3000A to reach the surface of the earth. It thereby acts as a shield of
the earth's surface from damaging UV solar radiation. The fragility of the
ozone layer to anthropogenic chemical attack by CFCs and oxides of nitrogen
is of great environment concern [Ref. 3, 4, 15].

__ _ __ _
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Most optical remote sensing of the state of the ozone layer are based
on the spectroscopic properties of all three of these transitions. It is
a very important contemporary activity in atmospheric science (Ref. 161.
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Fig. 11c: Absorption coefficient of the 03 Chappuis bands [Ref. 17).

3. Suimary and Conclusions

A brief summary has been made here of some of the properties of the local
near-earth space envirornment of the neutral terrestrial atmosphere in which
many contemporary space activities take place. No account has been given
of luminous phenomena such as the aurora and the airglow, nor of the
luminosities which occur around spacecraft in the mesosphere, often called
the O-glow. The atmospheric constitution, structure and processes are
summarized in Fig. 12.
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THE SUN - ITS ROLE IN THE ENVIRONMENT OF THE NEAR EARTH SPI.CE

VICENTE DOMINGO
Space Science Department of ESA
ESTEC, Noordwijk (NL)

ABSTRACT. The basic characteristics of the Sun are described as the
background that determines the permanent features of the near Earth
environment. The Sun transmits its influence to the Earth essentially by
gravitation, electromagnetic radiation and particle emission (solar wind
and energetic particles). Leaving gravity apart, the average
characteristics and the variability of the different components of the
electromagnetic radiation as a function of wavelength are discussed; and
for particle emission, the characteristics of the solar wind, including its
changes with solar cycle and the properties of the energetic particles
sporadically emitted by the Sun, are analyzed.

A brief summary of the structure of the Sun and of the main processes
that take place in the solar interior and in the solar atmosphere is
presented, as well as the origin of the different components of the
radiation and particles that influence the near Earth environment.
Particularly important for noticeable effects in the environment are the
transient phenomena caused by the so called solar activity: solar flares,
coronal mass ejections, 22-year magnetic cycle, etc. Finally the status
of the prediction of environmental changes in the near Earth space is
discussed; the understanding of the solar phenomena is crucial for the
prediction of solar events that induce changes in the space near the Earth.

1. Introduction

We shall consider as near-Earth space environment that part of space that
lies around the Earth, between some 300 km above its surface and 2 million
kin. In this region operate the low-earth orbit satellites (a few hundred
km height), the geostationary orbit satellites (36000 km height); this
includes most of the application satellites, and also the less frequent
scientific satellites that are located in highly eccentric orbits around
the Earth as well as those that are placed around the Sun-Earth Lagrangian
points.

An object in the near-Earth environment will be affected directly by
the Sun's emissions and indirectly by the modifications induced by the
Sun's emissions in the elements filling this environment (i.e., gases,
plasmas, electric or magnetic fields). In this paper we will review the
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solar emissions, in particular their variations, and will include also a
short description of the solar structure as this is important to predict
how the environment may change.

2. Basic Properties of the Sun and The'ý.. Variations

The following is a list of the most important characteristics of the Sun
in terms of physical quantities:

Distance: The mean distance between the Sun and the Earth, also known as
an Astronomical Unit (AU) is 1 AU - 149 597 870±2 km. The distance varies
between 1.47 x 108 km at perihelion in January, and 1.52 x 108 km at
aphelion in July.

Mass: m0 - (1.989 ± 0.002) x 1030 kg

Radius: r 0 - (6.9626 ± 0.0007) x lO km

Total mean irradiance at mean distance S - 1367±2 W/m2

The mean irradiance at 1 AU or "solar constant" has been observed to vary
of the order of 0.15% over periods of days, due to solar active regions
effects, and 0.1% over the duration of one solar cycle (cycle 21).

Rotation: the Sun does one rotation in about 27 days, as seen from the
Earth. The period of rotation is dependent '- the solar feature that one
observes to make the rotation measurement, and on solar latitude.

2.1. SOLAR INTERIOR STRUCTURE

A schematic cross-section through the Sun is shown in Fig. 1. Energy is
generated in the solar core by nuclear reactions. The primary reaction is
the fusion of hydrogen nuclei to form helium nuclei (4H1 -- > He4). For
every gram of hydrogen entering the reaction, 0.007 g is converted into
energy. To produce the solar luminosity, about 4.3 x 109 kg/s must be
converted to energy.

The energy generated in the core is transferred outward by radiation.
Because of the high densities, the radiation is absorbed and re-emitted
many times on its outward journey. Radiation that began in the core as
high energy gamma rays is degraded by these successive absorptions and re-
emissions until they finally emerge as visible radiation characteristic of
the solar surface. However, the energy is not carried all the way to the
surface as radiation. As it moves outward from the core, the temperature,
density, and pressure drop. As the temperature drops, free electrons can
be trapped by atoms into bound states, causing an increase in the opacity
Thus radiation becomes less effective in transporting energy. A large
temperature gradient results and convection becomes the primary energy
transport mechanism. Helioseismological measurements indicate that this
transition occurs at 0.71 solar radii from the center. Photospheric
observations clearly show that this convection zone reaches the solar
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Fig. 1: Schematic solar structure and phenomena.

surface, and that at least 3 or 4 scales of convection are present. Near
the solar surface, radiation can escape into space, and it again becomes
the primary energy transport mechanism.

The above description of the solar interior results from applying a
standard stellar model to the known solar boundary conditions. Standard
stellar models are based on the application of the fundamental physics
principles, although their application requires a certain amount of
assumptions as the physical conditions are significantly different from
those in the laboratory and they are not well known, because of the
observational difficulties. So far we have not mentioned rotation or
magnetic field; but we will come back to them when we discuss variability
(paragraph 2.4).

2.2. SOLAR ATMOSPHERE

The solar atmosphere is divided into several "layers" for convenience of
description and analysis. The boundaries between the layers are generally
defined in terms of temperature (Fig. 2).

The photosphere - Even though the whole Sun is gaseous, we can define
clearly a solar surface, the photosphere where the atmosphere begins.
Throughout the solar interior the thermally emitted photons are reabsorbed
by gas that is opaque to them. The opacity in the upper convection zone
is due mainly to the absorption of the photons by negative hydrogen ions.
The mean free path or absorptivity is highly dependent on temperature and
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Fig. 2: Plots of solar atmosphere temperature (solid line) and density
(dashed) from a model of the quiet network [Ref. 1].

density. The solar surface is the level above which most of the photons
are radiated without further interaction. Essentially the mean free path
of the photons becomes longer than the mass of material left above. From
a practical point of view one defines the level zero of the solar
atmosphere as the level at which the electromagnetic radiation of 500 nm
has an optical depth equal to 1. This is the level from where the
probability of a photon escaping is i/e. This radiation into free space
produces a cooling of the material that in turn induces convection. Since
the gas below the photosphere is opaque, it behaves as a black body that
radiates a continuum spectrum. If it is assumed that the emitted radiation
is in equilibrium and the Stephan-Boltzmann law (energy flux - aT') is used
to calculate an effective temperature for the whole emitting layer, a value
of 5780 K results.

The energy that is radiated by the photosphere constitutes almost all
of the energy emitted by the Sun into space and is centered in the visible
part of the spectrum. The photosphere is only a few hundret kilometers
deep. The visual structure of the photosphere reflects th- turbulent

structure of the convection zone. The observation of the photosphere shows
the presence of ever forming "granules" that are manifestations of the
underlying convection. The presence of the magnetic field in this region
appears to accommodate itself to the emerging structures from the
convection zone.
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The chromosphere - The transparent region above the photosphere
(about 2000 km) is a region where the density decreases very rapidly with
height. The temperature that reaches its minimum at the bottom of the
chromosphere (about 4200 K) is seen to increase first slowly and then
rapidly in what is called the transition region into the corona at 10' K.
For practical purposes one defines the chromosphere as the region above the
photosphere with temperatures between the temperature minimum and 25000 K.
As a consequence much of the radiation emitted by the chromosphere lies in
the extreme ultra-violet (EUV). One aspect that is worth mentioning is
that this variation of average properties with height, particularly when
we are above the photosphere, must be considered as a way to describe
particular regimes of plasma and has only a statistical meaning. In fact
both the chromosphere and the corona are highly structured, and it is
possible to find structures of chromospheric plasma amidst the coronal
gases. The chromosphere is the region where the structures of the
photosphere are carried to by means of the magnetic fields, which become
dominant in this region with respect to the hydrodynamic forces. A
particularly important structure is the chromospheric network, that has
enhanced magnetic fields, and is visible because of its resulting higher
temperature. Characteristic of the chromosphere are the spicules, that are
brilliant jets of luminous gas that rise to approximately 1000 km and then
fade in 2 to 5 minutes.

Transition region - A very thin layer where the temperature rises
from 25000 K to 106 K. This region, though not very important from the
point of view of overall radiation flux, is of great interest for
scientific research of the solar atmosphere because the observation of the
Sun in the emission lines of the ions that are generated at the transition
region provide a very sharp definition of the boundary between
chromospheric and coronal structures (Fig. 3).

The corona - From the chromosphere one arrives through the thin
transition region into the outermost part of the solar atmosphere that
reaches out into interplanetary space - the corona - with temperatures
between one and two million degrees. The corona appears to be structured
mainly by magnetic fields, and its dynamics are driven by magnetically-
induced motions, sudden-releases of energy and by the explosive expansion
into the surrounding vacuum of space. The heating of the corona is not
completely understood; several mechanisms of mechanical, electrical and
magnetic energy dissipation are proposed with limited observational
support. Propagating waves and oscillations originating in the photo-
sphere, the chromospheric spicules, and dissipation of Alfven waves
propagating upwards along magnetic field lines are among the mechanisms
that are proposed to explain the coronal heating. The temperature reaches
up to 2 x 106 K in the lower corona and decreases slowly above that level.

Again we must remember that the corona is not a layered region but
a rather structured region where the temperatures, densities and mass flows
vary in space and time. Different regions like streamers or radially-
elongated bright areas, loops, coronal holes or dark areas show small
variations in temperature (on the order of 30%) from area to area, but
large variations in density up to one or two orders of magnitude.
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Fig. 3: Temperature as a function of height in a mean solar model
atmosphere. Dots indicate the temperature of formation for some atomic
species (open circles: observed with the HCO spectrometer) [Refs. 2, 3].

2.3 SOLAR ACTIVITY AND THE SOLAR CYCLE

The fact that the Sun rotates, that it contains a magnetic field, together
with the convection zone dynamics are probably the cause of what is called
solar activity. That is what suggests the "dynamo theory" that attempts
to describe the so-called 11 year cycle of the Sun. A relatively small
magnetic axial dipole can be measured in the Sun. The dipole reverses
polarity every 11 years, thus making the overall cycle last 22 years.

The development of the activity cycle can be described as follows
[Refs. 4-6]. The Sun rotates differentially; that is, the rotation rate
is highest at the equator and decreases with increasing solar latitude such
that the rotation rate at the poles is about 20% slower than at the
equator. As viewed from the Earth, the equatorial rotation rate is about

27 days. At the start of the 11-year solar cycle, the configuration of the
solar magnetic field is similar to the Earth's, with positive polarity at
the north pole of the Sun and negative polarity at the south (see Fig. 4).
The magnetic field lines run primarily from north to s,.•uth. The
differential rotation begins to stretch the field lines as more rapidly
rotating equatorial regions run ahead of the regions at higher latitudes.
The stretched field lines below the solar surface become twisted and
intensified until bundles of twisted field lines become buoyant and pop

Wi
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a b

Fig. 4: Illustration of the Babcock model of the solar magnetic cycle.
(a) Initial poloidal field before winding up by differential rotation. (b)
Predominantly toroidal field generated by differential rotation with
equatorial acceleration [Refs. 5, 71.

through the surface forming magnetic bipolar regions (Fig. 5). Polarity
is positive where one end of each flux bundle passes through the surface
and negative at the other end. Motions of the gas at the solar surface
cause the surface fields to break up with the following polarities drifting
toward the poles where they mix with the opposite polarities there
(Fig. 6). This cancels existing polar fields and eventually replaces them
with fields of the opposite polarity. Eventually (after about 11 years),
the global field reverses, forming a situation similar to that at the
start, but with opposite polarities at the solar poles. (negative polarity
at the north pole, positive polarity at the south pole). This sets the
stage for a similar cycle of winding up of the fields, etc. Thus, the 22-
year magnetic cycle has two maximum periods of strong magnetic fields at
the surface, periods when there are many sunspots and extensive amounts of
solar activity.

The magnetic fields that reach the solar surface produce other
structures besides sunspots. Magnetic loops extend above the surface
connecting regions of opposite magnetic polarity and become filled with hot
plasma with temperatures of 1.5 to 3 x 106 K. The plasma heating appears
to be caused by quasi steady-state dissipation of magnetic energy stored
in the twisted magnetic-field lines. These loops are part of the corona.
They emit EUV and X-ray radiation, which can be observed with instruments
flown above the EUV/X-ray absorbing layers of the Earth's upper atmosphere
(Fig. 7). Since the amount of EUV and X-ray radiation emitted by the Sun
depends on the fraction of the solar surface covered by strong magnetic
fields, the EUV and X-ray energy received by the Earth depends on solar
rotation (since the magnetic fields are not uniformly distributed) and upon
the solar cycle.
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Fig. 5: Bipolar magnetic regions are formed where buoyant flux loops of-
the submerged toroidal field are brought to the surface. These continue
to expand, and the flux loops rise higher into the corona. The letter f
and p denote magnetic polarities following and preceding the direction of
solar rotation [Refs. 5, 7].
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Fig. 6: The expanding lines of force above older bipolar magnetic regions
move out to approach the lines of force of the main dipole field. Severing
and reconnecting gradually occur, and a portioy of the main field is
neutralized. Also, a large flux loop of low int nsity is liberated into
the corona. Continuation of the process results Ia the formation of a new
main dipolar field of reversed polarity [Refs. 5, 7].
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Fig. 7: EUV emissions from loop structures associated with an active
region. The spectroheliograns are taken in integrated spectral lines of
the ions Ly-a, C III, 0 VI, Ne VII, Mg X and Si XII, corresponding to
plasma temperatures of 10' to several 106K. The field of view is 5 x 5
(arcmin) 2 and the images were built up by a raster scan with a 5 x 5
(arcsec) 2 picture element. These observations were obtained with the
Harvard College Observatory EUV spectrometer flown on Skylab.

In some areas of the Sun, the magnetic fields dre sufficiently weak
that the gas pressure of the hot coronal plasma exceeds the pressure of the
magnetic field, breaking open the magnetic loops, and allowing the plasma
to flow out into interplanetary space to form the solar wind. The most
prominent sources of steady-state solar wind are coronal holes, large
magnetic unipolar regions with open magnetic configurations (one end of
each field line is rooted in the Sun, the other is carried far out into
space by the solar wind). The large dark areas in the X-ray photograph of
the Sun (Fig. 8) are coronal holes. The bright areas are regions with
closed iagnetic-field configurations (magnetic loops with both ends of the
field lines attached to the solar surface). Regions with the strongest
magnetic fields have the brightest X-ray emission. Coronal holes are
sources of high speed solar wind (mean speed of about 700 km/s). Small
open areas within magnetically complex regions appear to be the source of
the low-speed wind (mean speed of about 340 km/s). Magnetically complex
regions appear to have predominantly closed configurations and are
characterized by moderate to bright X-ray emissions (see Fig. 8).

I
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Fig. 8: Comparison of the observed X-ray corona and calculated magnetic
fields. X-ray image from the American Science and Engineering telescope
on Skylab. By permission of L. Golub [Ref. 7].

Occasionally, energy stored in the twisted magnetic-field lines is
released suddenly. As a result of the dissipation of magnetic energy by
an as yet ill-defined mechanism, electrons and protons are impulsively
accelerated, probably in the coronal regions of the loop. These particles
subsequently propagate along the magnetic field lines and interact with the
ambient plasma in the legs of the loop and at the footprints. Hard X-rays,
y-rays, microwave radio emission, and neutrons are produced during this
"impulsive" phase. At the loop footprints, the particle beam is
thermalized; its energy is converted to heat in the denser plasma of the
lower corona, transition region, and chromosphere. Although this excited
plasma emits radiant energy at a variety of wavelengths, radiative losses
do not remove the excess thermal energy fast enough, and explosive
"evaporation" of chromospheric material occurs. This material has been
heated to temperatures of tens of millions of degrees K, and cools slowly
by radiation (of soft X-rays) and conduction during the "gradual" or
cooling phase as it fills the large loop structures [Ref. 8] (Fig. 9). The
bursts of X-ray and EUV radiation travel outward into interplanetary space
at the speed of light and, among other things, heat and ionize gas in the
upper terrestrial atmosphere. Some of the high-energy accelerated
particles may also escape the Sun and, if conditions are suitable, some of
these particles may reach the Earth. Flares that occur near the west limb
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of the Sun tend to have more favorable conditions for this due to the

configuration of the interplanetary magnetic field, which spirals out from
the rotating Sun much like the water from a rotating water sprinkler. The
solar magnetic-field lines are carried away from the Sun by the solar wind.
Finally, the disruption of the coronal magnetic field may blow off large
amounts of coronal gas, which produces what is known as a coronal mass
ejection. If this plasma cloud (enhanced solar wind) is directed toward
the Earth and impacts on the Earth's magnetosphere, it affects conditions
in the magnetosphere and upper atmosphere [Ref. 4].

3. Solar Emissions - Variability and Influence in the Near Earth Space
Environment

We will now see how the structure of the Sun and its variations affect the
radiation emitted by the Sun. Any aspect of the solar radiation and
particulate emissions influence the near-earth envircnnment, but in most
cases we will focus our attention on the variations and consider that the
mean value constitutes the background.

3.1. ELECTROMAGNETIC RADIATION - THE DIFFERENT PARTS OF THE SPECTRUM -
ORIGIN IN THE SUN, VARIABILITY AND RELATIVE IMPORTANCE IN THE NEAR
EARTH SPACE ENVIRONMENT

The spectrum of solar emitted electromagnetic radiation has been measured
over a very large span of wavelengths (see Fig. 10). The spectral
irradiance varies over the spectrum by more than 20 orders of ma-nitude,but the effects are not only related to the relative intensity but mainly
to the sensitivity of the system we are dealing with. We will only deal
with those aspects of solar emissions that are known to influence the near-
Earth space environment.

3.1.1 Solar Irradiance (Solar Constant)

The total solar irradiance measured at the top of the Earth atmosphere, at
its mean distance to the Sun, is known as the solar constant. Its absolute
value is known with an error of about 0.15%. It has been observed to vary
up to 0.15% with a characteristic time of a few days due to the presence
of sunspots on the solar surface ksee Fig. 11). It has also been observed
to vary about 0.1% during about one solar cycle (it has been measured only
during the last cycle) (Fig. 12).

The solar irradiance affects the systems in space, through radiative
heating and by radiation pressure, and in both cases the observed
variability of about 0.1% is well within the noise of the thermal
characteristics of the space syitems. This variation can be compared with
the annual variation in irradiance of 6% due to the eccentricity of the
Earth orbit around the Sun.
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Fig. i1: Total solar irradiance at 1 AU, shown as a percentage variation
about the weighted mean for the first 153 days of SMM [Ref. 10].

A particular type of solar variations, solar oscillations, are the
oscillations that have been observed in the Sun. These oscillations are
generally observed in the form of velocity oscillations by Doppler
measurements or as oscillations of the photometric intensity. They are the
manifestation of standing acoustic waves, driven by pressure, or gravity
waves. These standing waves are resonant in cavities such as the interior
of the Sun, limited by the photosphere, or the chromospheric cavity limited
by the temperature minimum and the transition zone. The most prominent of
these oscillations have been observed as photospheric surface oscillations,
with a peak amplitude around a 5-minute period. These kind of variations,
which are of great interest for the study of the solar structure
(helioseismology), are of no relevance for the near-Earth space
environment.

3.1.2 The Radio Spectru

Figure 13 illustrates the solar radio spectrum, which begins in the
microwave region at X - 1 nu. The thermal "quiet-Sun" spectrum continues

smoothly from the infrared into the radio region.
Superimposed on the quiet solar radio emission is a spectrum of great

variability. The S-component (for slowly variable) is correlated to the
solar 11-year activity cycle, its spectrum is approximately thermal, and
its flux normally is 1 or 2 orders of magnitude below the quiet-Sun flux.

4 On the other hand, there are rapid bursts of radio emission, on time scales
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Fig. 12: Total solar irradiance observations by the ACRIM I experiment on
the Solar Maximum Mission (SSM) and by the cavity pyrheliometer on
NIMBUS 7. Points are the mean values for a day's observations
[Refs. 12-14].
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Fig. 13: Solar radio emission. Dots and solid curve: quiet Sun; dashed:
slowly varying component; dotted curves: typical rapid events (Ref. 2].
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of seconds to days. During such events the flux may exceed the quiet-Sun
level by several orders of magnitude with substantial deviations from the
thermal spectrum. The frequency of occurrence of radio bursts is again
correlated to the 11-year cycle. Many of the bursts are associated with
flares or with eruptive prominences. Their study has been used to
interpret the propagation of shocks through the corona.

- Near-Earth space environment effects -
The radio bursts have an indirect effect on the space environment

because during their peak of Activity that may last from about 10 minutes
to about 2 hours (Fig. 14) they may disturb the radio communication with
spacecraft. They also constitute predictive information about disturbances
that will reach the near-Earth environment in the following hours or days.

1Ao ___/

Z 2 IV,~

Fig. 14: a) The number of radio bursts per day that exceeded 500% of the
quiet-sun flux-density level for the years 1966-1978. b) The number of
minutes per day that solar burst radiation, at various frequencies,
exceeded 500% of the quiet-sun flux density [Ref. 11).

We should mention the index known as 1710.7, the solar 10.7-cm radio
flux, L~e, the brightness of the Sun as observed at a wavelength of
10.7 cm. It is a measurement of the slowly varying radio continuum, and
it is, after the sunspot number, the most widely used indicator of solar
activity. It is used as a proxi indicator of the level of EUV radiation
emitted by the Sun. The 10.7 cm flux originates predominantly from the
upper chromosphere and the lower corona.

3.1.3 Ultraviolet Radiation

The solar ultraviolet spectral irradiance is shown in Fig. 15. The sharp
decrease near X - 210 nm and the continuum which follows towards shorter
wavelengths are due to the ionization of Al I. The whole band between

i10I i mm m mmI 7'mii .... / ~ A\
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Fig. 15: Solar spectral irradiance in the ultraviolet, averaged over 1-nm
bands. The solid and dashed curves are black-body spectra [Fig. 2].

200 nm and 150 nm is approximately represented by a brightness temperature
of 4700 K.

Below 150 nm, emission lines dominate the spectrum. Most prominent
is the Lyman-a line of hydrogen, a line of about 0.1 nm width centered at
121.57 run; the average irradiance in this line alone is 6 mW/M 2 , and this
is as much as in the whole spectrum below 150 run besides Lyman-=.

Increasingly towards shorter wavelengths, the ultraviolet irradiance
is variable. For example, at time scales comparable to the Sun's period
of rotation (27 days) changes of up to 25% are observed at 120 run. These
changes are partly true temporal variations and partly a manifestation of
the non-uniform distribution of the sources in the solar atmosphere; these
pass across the visible hemisphere as the Sun rotates. Still larger in
amplitude - up to a factor 2 - is a variation which correlates with the
11-year activity cycle. However, for the total luminosity of the Sun the
mentioned variations are of minor importance: the bands from 300 nm to 330
run, 210 nm to 300 run, and 150 nm to 210 run contribute only 1.5%, 1%, and
0.01%, respectively [Ref. 2].

- Near-Earth space environment effects -
Solar radiation at wavelengths shorter than about 320 nm is totally

absorbed in the Earth's upper atmosphere. This ultraviolet region is the
principal source of energy in the upper atmosphere and controls the neutral
and ion composition, temperature, and photochemistry in the stratosphere,
mesosphere, and thermosphere. The absorption of solar UV in the Earth's
atmosphere for an overhead Sun is illustrated in Fig. 16, which gives the
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altitude at which the rate of absorption at a particular wavelength is at
maximum. At these altitudes, solar radiation is reduced by a factor of
e-1 - 0.37 of its value above the Earth's atmosphere. The primary
atmospheric constituents that absorb the radiation in the different
wavelength regions are also given in the figure [Ref. 11].

It is worth noticing that above 200 nm the spectral irradiance is
relatively constant, the radiation comes mainly from the upper photosphere
and the lower chromosphere. Moreover, though this radiation is important
for atmospheric chemistry, it does not affect significantly the space
environment.

3.1.4 EUV and X-rays

Figure 17 shows a spectral snapshot in the EUV region of the
electromagnetic radiation from three different parts of the solar
atmosphere. Notice that a prominence consists of gas at chromospheric
temperature. We have seen that both the chromosphere and the corona are
strongly conditioned by the magnetic field structure that evolve with the
solar activity. Therefore it is to be expected that the radiation that is
emitted by the chromospheric and coronal structures will vary with the
solar cycle, and also that the radiation that reaches the Earth will be
influenced by the solar rotation as the structures rotate with the Sun.

200
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Fig. 16: The altitude at which the rate of absorption of solar UV
radiation is at maximum. The principal atmospheric constituents that
absorb the radiation in the different wavelength bands are indicated
[Ref. 11].
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Fig. 17: Solar spectrum in the extreme UV [Refs. 2, 3].

The EUV irradiance (below 180 rnm) variation is illustrated in
Fig. 18, where the ratio of the irradiance near solar maximum during
January 1979 to the irradiance near solar minimum during July 1976 for
solar cycle 21, is plotted for 2.5 nm intervals of wavelength. The figure
shows that the variation decreases with increasing wavelength toward
180 nm. At wavelengths longer than about 230 nm the ratio approaches
unity, and therefore solar activity has a negligible effect on the spectral
irradiance at these longer wavelengths. The large ratios that are apparent
at wavelengths below 50 nm originate from highly ionized atomic species
produced in the solar corona. Individual lines that fall within the 2.5 rm
intervals can vary by a significantly higher ratio than that plotted in
Fig. 18 since the plotted ratio represents the irradiance averaged over
several lines that fall within the wavelength interval. For example, the
ratio of the coronal emission line of Fe XVI at 33.54 nm increases by a
factor greater than 100 from solar minimum to maximum, although the ratio
of the averaged irradiance in the interval 32.5-35 nm is a factor of 12.

Figure 19 illustrates the relative variation of the solar spectral
irradiance for several 5-nm intervals in the 140-175 nm range, along with
the hydrogen Lyman-a line, at 121.6 mu. The variations for the Fe XV 28.4
rm line emission and for two intervals of the 17-20.5 mu range are shown
in Fig. 20. These data were obtained on the AE-E satellite (Ref. 15].
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Fig. 18: The ratio of the solar spectral irradiance near solar maximum
during January 1979 to the irradiance near solar minimum during July 1976
for solar cycle 21. The ratios are plotted for 25 A intervals of
wavelength [Refs. 11, 15].
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Fig. 19: Irradiance variations at wavelengths from 1216 to 1750 A from AE-
E satellite measurements during solar cycle 21 [Refs. 16, 17].
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Fig. 20: Irradiance variations of some solar coronal emissions from AE-E
satellite measurements during solar cycle 21 [Refs. 16, 17].

Each point represents the average of all measurements for the month. For
comparison, the monthly averages of the sunspot number Rz and the 10.7 cm
radio emission are included in the figures. These data illustrate that the
variation of the irradiance with solar activity between 1977 and 1980

depends upon the region of production of the radiation in the solar
atmosphere. The variation of the H Lyman-r line that is produced in the
lower chromosphere is a factor of approximately 2.3, while the variation
of the Fe XV line produced in the corona is approximately 8.0.

- Near-Earth space environment effects -
The EUi V radiation affects the space environment in two ways. First

directly, because many materials used in space systems are sensitive to thV
radiation, and second, indirectly by modifying the space environment near

the Earth. Because the EUV flux is not measured regularly, several models
have been developed using proxi ground based measurement of 10.7 cm radio
flua (F 0 .7 ) and Hel 1083 nm equivalent width nRef. 183 to infer the EUV

fluxes.
A number of solar space telescopes working in the EUV part of the

spectrum have shown effects of severe degradation in a short period of
time. Figure 21 shows the degradation observed in the transmittance of a
telescope flown on board OSO-8 for the study of the Sun in several spectral
lines between 100 and 400 nm. Although there is no proven explanation of
the effect, one assumes that it is probably due to the interaction of EUV
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Fig. 21: Relative sensitivity change, as a function of time in orbit, for
channels Call K (393.5 run), MgII K (279.6 nrm) and HI Lyman-a and Lyman-P
(121.6 and 102.5 run) in a telescope aboard OSO.8 [Ref. 19]. Cycle -
orbital revolution, about 15 cycles per day.

radiation with organic contaminant materials that ace deposited on the
optical surfaces. Photopolymerization of hydrocarbon components is the
most important effect proposed to explain the degradation.

As for the space environment at low altitude, high thermospheric
temperatures are maintained against thermal diffusion primarily by the
absorption of EUV radiation by atmospheric constituents (mainly atomic
oxygen). Because the solar flux of EUV varies strongly over the 11-year
solar cycle, thermospheric temperatures likewise vary strongly over the
solar cycle. In an average solar cycle, solar EUV and thermospheric
temperatures increase by about a factor of two from solar cycle minimum to
solar cycle maximum. Because density is mainly an integrated effect of

temperature, the change in density over the solar cycle is amplified with
respect to the temperature change. Changes in temperature cause changes
in composition and these changes act to mitigate the direct thermal

effects. The net effect of temperature and composition is to give order-
of-magnitude changes in density over the solar cycle. The atmospheric drag
on satellites is proportional to atmospheric density. The effects on
satellite lifetimes are profound. A fairly typical satellite initially at
500 km would have a lifetime of about 30 years under typical solar cycle
minimum conditions and only about 3 years under solar maximum conditions
(Fig. 22). Large increases in the rate of change of the orbital period
from solar minimum to solar maximum are possible. The fractional increase
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Fig. 22: Satellite lifetimes vs F1 0 .7 values for circular orbits for
various initial altitudes [Ref. 16].

in the highly reactive species atomic oxygen can exceed two orders of
magnitude [Ref. 16]. The variation of EUV produced ions at geostationary
orbit is another observed effect (Fig. 23).

3.2 PARTICULATE EMISSION - SOLAR CYCLE RELATION

At a not well determined distance from the solar surface, the solar
atmosphere explodes into a supersonic wind. The solar wind is a fully
ionized, electrically neutral plasma that carries a magnetic field and
streams outward from the solar corona at all times. The wind is highly
variable both in time and in space and fills the interstellar region around
the Sun.

Since the conductivity of the solar wind is extremely high, there is
essentially no.diff~usion of the plasma transverse to the magnetic field and
the field is said to be "frozen in" the flow. The plasma carries the
magnetic field with it into space. If the Sun were not rotating the field
would extend straight outward but the rotation causes the field to appear
wound in a spiral or "garden hose" shape. The characteristics of the solar
wind plasma have been measured by many spacecraft both in the neighborhood
of the Earth and throughout the solar system. Table 1 lists the average
characteristics at 1 AU, and gives an idea of their variability (o -

standard deviation).
The solar wind velocity ranges between 300 and 700 1cm/s 902 of the

time. At the Earth's position, the velocity vector is radial. Solar wind
variations observed on time scales of the order of days are found to be
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Fig. 23: Monthly averages of ion densities and the F10.7 cm index from 1977
to 1985, at geostationary orbit [Ref. 20].

Table 1: Plasma Characteristics of Various Types of Solar Wind Flows.

Average Low Speed High Speed

Parameter Mean Or Mean a Mean a

N3 (cmar) 8.7 6.6 11.7 4.5 3.9 0.6

V (knm -')) 468 116 327 15 702 32

NV (cmi's") 3.8 z 100 2.4 3 10' 3.9 z 10' 1.5 x 10' 2.7 z 10* 0.4 x 10o

1./N, 0.047 0.019 0.038 0.018 0.048 0.005

caused by the large shocks associated with coronal transient phenomena
(flares, coronal mass ejections) and by high-speed streams associated with
co-rotating coronal holes (Fig. 24).

When one averages the solar wind parameters over longer time scales,
one finds that the average properties of the solar wind as observed near
the Earth show little change along the 11-year solar cycle. But it is the
structure of the small scale changes and the latitudinal distribution of
the solar wind characteristics that change with solar cycle, as is to be
expected from the changes in the solar corona described above. They induce
changes in the Earth's magnetosphere and in the galactic cosmic ray
modulation.



DOMINGO 91

600o 10oROTATION 1967

0oo -10

400

AUG. 27 SEPT. I SEPT. 6 SEPT I I SEPT 16 SEPT 21
Soo I I I I I I I I I I I I 1 1 I 1 A 100 I I I I I O

ROTATION 1968

600 to

400

J I I -A LJI I I I II I

SEPT. 23 SEPT. 28 OCT 3 OCT 6 OCT. 13 OCT. Ia
goo I I I I I I I I I I I I I I I I I I I I I I I I I I I !I 1 00

ROTATION 1969 -1
600 1 0 z"

S400__ AI

S i I I I I I I I I I I I I I I I I I I

800 OCT *0 OT .25 , O . ,0 NO, 4 , NO . , 100 1

ROTATION 197W

600 t o0

Nov. 16 Nov. 2I NOV. 26 DEC. 2f
Soo I oo

ROTATION 19T1

400"" .

DEC. 13 DEC. 10 DEC. 23 DEC. 2

1962

Fig. 24: Three-hour averages of the solar wind proton density (light line)

and flow speed (heavy line) from mariner 2 on its flight toward Venus in

1962. Each panel presents 27 days of data. Note the velocity stream

structure and the tendency for recurrence of streams on each solar rotation

[Ref. 11, 22].



I.
92 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

- Near-Earth space environment effects -

The only direct effect that has been considered for the solar wind
to produce in space systems outside the magnetosphere is the consequence
of the solar-wind ions impinging upon optical systems pointing at the Sun.
They can produce sputtering effects on the mirror or filter external
layers, or bubbles or ion implantations. But there are important indirect
effects:

a) Through the Earth's maenetosphere

The magnetosphere is the result of the interaction of the solar wind
with the Earth's magnetic dipole. The description of the Earth's
magnetosphere is the subject of another paper in this book [Ref. 21]. We
will just indicate that any change in the characteristics of the solar wind
has an effect on the state of the magnetosphere: the velocity and density
of the solar wind produce changes in the dimensions by hydrodynamic
pressure, and the direction of the magnetic field embedded in the solar

wind changes its connectivity with the Earth's magnetic field.
Solar wind shocks induce geomagnetic storms that generate large

currents at different levels of the magnetosphere from its external
boundary down to the lower atmosphere. Geomagnetic activity most often
measured by the magnetic index Kp or by the ring current magnetic index Dst
is directly linked to solar wind characteristics and variations. Since
most of the spacecraft spend all their life inside the magnetosphere, the
environment in which they are is affected by the solar wind. -The following
are a couple of examples showing the effects of solar wind activity on
magnetospheric activity and on spacecraft.

Figure 25 shows how the surface of a spacecraft that goes through
Earth eclipse at high altitude charges depending on whether ht that moment
the magnetosphere is quiet or disturbed. At-high altitude the charging of
the spacecraft surface is produced by hot plasma electrons (>1-2 keV) and
becomes effective in the eclipse periods because at these moments
photoemission, that acts as a voltage limiting mechanism, is interrupted.
During geomagnetic activity the hot plasma density becomes larger on the
night side of the magnetosphere. At geosynchronous altitude, major
geomagnetic storms produce an increase of very energetic electrons, and
energetic electrons penetrate into bulk dielectrics in satellites, inducing
thick-dielectric charging (e.g., in cable insulation and printed circuit
boards) that can exceed the breakdowp potential of the dielectric
(Fig. 26).

b) The modulation of galactic cosmic rays

Charged particles populate the inter-stellar wind with a spectrum of
energy that reaches up to 1020 eV. The solar wind creates a cavity around
the Sun, the heliosphere, and modulates the penetration of the charged
particles in such a way that they are observed in lesser quantity at the
Earth orbit during maximum of solar activity and in larger quantity during
minimum of solar activity (Fig. 27).



K

DOMINGO 93

irili - >66W

[Ref. 23].'65

Hih2 Historamy cofi thes proabilitise erofs chaergingnversus magnetic

microelectronics. Spacecraft operating in low Earth orbit at low
inclinations are largely protected from galactic cosmic rays by the Earth's
magnetic field. All the other spacecraft are exposed to galactic cosmic
rays.

3.2.2 Solar Ene:getic Particles - Flares

There are two main sources of energetic particles of solar origin in the
near-Earth environment: the flares and the interplanetary shocks. The
most important are the chromospheric events known as flares that result
from the sudden release of very large amounts of energy described in
section 2.4 above. Solar flares produce electromagnetic emission,
accelerate electrons and ions, and if conditions are favorable, inject
these particles into space. Generally the very large particle events with
particles accelerated to very high energies are the consequence c'2 solar
flares.

Unlike solar electromagnetic radiation, both the onset time and
maximum intensity of the solar particle flux depend on the heliolongitude
of the flare with respect to the detector location in space. This
directionality results because particles will move most easily along the
interplanetary magnetic field-direction. The interplanetary magnetic-field
topology is determined by the solar wind outflow and the rotation of the

66
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Fig. 26: Comparison of D".t with energetic electrons measured by GOES. The
lower trace is a plot of the E. > 1.2 KeV electron flux as measured at
geosynchronous orbit by the GOES weather. satellites from mid-1980 to mid-
1982. The arrows indicate times when the sun-sensor anomalies ascribed to
thick dielectric charging were experienced on several geosynchronous
satellites. The upper panel is a plot of Dps for the same time period
(Ref. 23].

Sun, which during "quiet" conditions can be approximated by an Archimedian
spiral (Fig. 28).

Energetic solar particles reach the orbit of the Earth within a few
minutes if the particles have very high energies, or within hours for the
lower-energy particles. The enhanced solar plasma associated with the
flare usually propagates to the Earth within one or two days when it causes
aurora and geomagnetic disturbances. The propagation time and intensity
of the energetic particles from the flare to the Earth depends on the
propagation of the particles, first by diffusion in the solar corona from
the flare site to the root of the magnetic-field lines and then by
transport along interplanetary magnetic-field lines. Figure 29 shows
typical time scales for the particle phenomena in a solar flare. Since the
electromagnetic radiation propagates unhindered from the Sun to the Earth,
it may be used to predict within tens of minutes the probable arrival of
energetic particle fluxes (Fig. 30).

The frequency of the solar flares is correlated with the cycle of
solar activity in general, but the kind of correlation depends upon the
parameter that one observes. It has been shown [Ref. 25] that for flare-
generated proton events (proton energy greater than 30 MeV) the annual
integrated flux is very small for the years around sunspot minimum (when
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the year integrated sunspot number is less than 35), and it is independent

of sunspot number for integrated sunspot number greater than 35. One can

say that it behaves like an on/off system (Fig. 31).
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Fig. 31: Integrated yearly fluences of protons of energy greater than
30 MeV versus year relative to sunspot maximum (Ref. 25].

Another source of energetic particles are interplanetary shocks.
Almost any shock wave propagating through the corona and the solar wind
will generate measurable fluxes of ions and electrons accelerated by the
effect of the shock propagation through the magnetized plasma. Some of
these shocks are originated by coronal mass ejection, associated with
disappearing filaments.

- Near-Earth space environment effects -
The main source of high energy particles that encounters a spacecraft

outside the inner Earth-radiation belts are the proton events generated by
solar flares. The effects of high energy particles on the spacecraft
systems are discussed in several papers in these proceedings. Typical
effects are: decrease in the efficiency of the solar cells, single event
upsets (SEU) in the microprocessors, degradation of CCD detectors, etc.
Large solar proton events are a cause of major concern for out-of-the-Earth
magnetosphere human travel.
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4. Predictions

We have seen the many effects that changing solar activity have on the
near-Earth space environment. Predicting future solar activity is there-
fore an important subject for spacecraft designers and space mission
planners.

There are two main kinds of predictions that are interesting: one
is the overall average level of solar activity, the other, prediction of
single events, such as proton flares or geomagnetic storms. For the
prediction of the solar activity level, the predictors are based on the
application of statistical methods to the history of the solar activity.
Figure 32 gives an indication of the degree of success in predicting the
level of solar activity, represented by the number of sunspots, 12 months
in advance. For the prediction of individual solar originated disturbances
in the near-Earth environment, the methods are purely phenomenological.
Based on continuous observations of the Sun and continuous monitoring of
the solar radiation from spacecraft and from radiotelescopes, it is
possible to see, for instance, when a flare has occurred, the type, and

relative importance of the event, then on the basis of accumulated
knowledge of similar cases, provide a warning with an indication of the
probability that a disturbance will arrive at the Earth in the following
minutes or hours (see Fig. 29). The observation of the evolution of solar
active regions on the surface of the Sun allows the prediction of probable
disturbances within time scales of days.

5. Summary

We have seen that the solar emissions toward the Earth vary in many ways
that are capable of modifying the near-Earth environment. Particularly
important are:

- The variations, with the solar cycle, of the extreme ultraviolet
radiation affect both space systems directly, via effects on the
surface materials, and the space environment at low orbits,
because it heats and modifies the upper Earth atmosphere and
ionosphere.

- The variations of the solar wind caused by the rotation of the
coronal structures from which it originates and by shocks
propagating through it induce large changes in the population of
particles and plasmas at all levels in the Earth magnetosphere,
where most satellites reside.

- The solar flares with their emission of electromagnetic
radiation bursts, particularly at X and EUV wavelengths, that
disturb the ionosphere, the radio bursts that disturb radio
transmission, the energetic particles that may damage the space
systems, and the associated solar wind shocks that produce large
magnetic storms near the Earth.
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Fig. 32: Observed and one-year-ahead predicted sunspot numbers [Ref. 27].

6. Bibliography and Credits

The reader is referred to books such as The Sun [Ref. 2]; Solar
Astrophysics [Ref. 7]; Handbook of Geophysics and Space Environment
[Ref. 11]; and the special section on 'Solar Cycle Effects,' published in
the Journal of Suacecraft and Rockets in November-December 1989, for a more
in-depth study of the subject. Many parts of this paper are a transcript
of these publications.
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THE UPPER ATMOSPHERE AND THE IONOSPHERE

R. W. NICHOLLS
Centre for Research in Earth and Space Science
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4700 Keele St., North York, Ontario, Canada M3J IP3

ABSTRACT. A review is given of the structure, properties and composition
of the D, E, Fl, F2, Topside and Plasmasphere components of the terrestrial
ionosphere. It is a unique part of the near earth space environment,
ionized layers which are formed in the mesosphere, the thermosphere and the
exosphere as a result of selective photoionizations by X-ray and extreme
ultraviolet components of the sunlight. The primary photoionizations are
followed in many cases by altitude-specific ion chemistry reactions such
as dissociative recombination. Ionospheric properties thus depend strongly
on the solar activity cycle and time of day.

1. Introduction

In a previous paper [Ref. 6] a general discussion was given of the
structure and constitution of the atmosphere, which is an important part
of near earth space. The controlling influence of solar irradiation on
atmospheric conditions was described in general terms. The emphasis of
that presentation was principally on neutral species, such as 02, and on
important processes such as photodissociation (and its products) induced
by solar radiation as indicated below.

hv + 02 - 0 + 0

Many atmospheric properties, particularly below lOOkm, involve such
neutral species. By contrast, in the upper atmosphere (roughly between 60
and 1000km including the mesosphere, the thermosphere and the exosphere)
charged species such as:

0÷, 0+, 0o 0-o, NO+, NCO+, He+, H+, e-

are prevalent. They arise from the combined effects of primary
photoionization processes such as:

hv + N2 - N2 + e
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often stimulated by absorption by the atmosphere of solar EUV and X-ray
photons, followed in most cases by secondary ion chemistry reactions such
as:

N+2 + 0 - NO+ + N

This example of ion chemistry is given because of the important role
played by NO* in the ionosphere. Although NO is a species of low natural
atmospheric abundance, its photoionization cross section is such that it
is preferentially formed in the D, E, and F ionospheric layers of the
mesosphere and the thermosphere. It plays important roles in ionospheric
processes.

Figure 1 displays the solar emission spectrum recorded between 1300A
and 270A on the NASA OSO 3 satellite. Much of the radiation originates in
the upper chromosphere and corona of the sun. The strong features at 1216A
(H Lyman a), 1026A (H Lyman 0), 977A (CIII), 304A (He 11) are responsible
for much of the photoionization in the ionosphere.
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Filg. 1: Solar UV/ Spectrum between 1300A and 270A observed from the OSO 3

satellite [Ref. 5].
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The solar UV irradiance (I < 3200A) is a very small fraction (1-2%)
of the total solar irradiance but its absorption in the atmosphere is a
major source of energy. It drives atmospheric photochemistry and
temperature profiles throughout the stratosphere, the mesosphere, the
thermosphere, and the exosphere,

Figure 2 displays the broad band extinction properties of the
atmosphere for solar UV and X-radiation. An altitude profile at which the
solar radiation is attenuated by l/e (-0.368) is shown as a function of
wavelength. The principal absorbers are indicated as well as the levels
of the ionospheric layers. Below 50km much of the extinction arises from
absorption by neutral species. At ionospheric altitudes, nearly all of the
extinction comes from photoionization processes.

Many ion-chemispry reaction cycles, which involve positive and
negative ions, electrons and neutrals, take place in the high atmosphere.
The eventual equilibrium between ionization and recombination reactions
gives rise to the equilibrium concentrations of charged and uncharged
species. These are very time dependent, on diurnal and longer scales,
driven as they are by solar radiation.

Charged and neutral species thus exist in the upper atmosphere which
therefore exhibits some plasma properties in these regions. The resulting
charged layers (D,E,Fl F2) of the ionosphere are found in the mesosphere,
the thermosphere and the exosphere. The purpose of this chapter is
therefore to summarize briefly the structure, constitution and principal
properties of the ionosphere which is an important part of the space
environment to which various space systems are exposed.
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Fig. 2: Atmospheric extinction of the solar UV radiation. A broad band
l/e extinction altitude profile is shown between the X-Ray region and about
3000A. Principal primary absorbers and altitudes of ionospheric regions
are indicated (Ref. 51.
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It is not the purpose of this chapter to provide a complete review
of the aeronomy of the ionosphere on which there is a very rich literature.
A compact historical review of the discovery of the ionosphere, which was
stimulated by interest in long distance short wave radio propagation, and
the related phenomenology of radiowave reflection properties of ionospheric
layers, is given by Whitten and Poppoff [Ref. 12, 13]. Other excellent
reviews on the formation and properties of the ionosphere can be found in
the various editions of the Handbook of Geophysics [Refs. 5, 10, 11], in
Banks and Kockarts (Ref. 1], in Whitten and Poppoff [Ref. 12, 13], and in
Ratcliffe [1960, Chapter 9). An excellent summary ion chemistry of the
thermosphere is given in appendix 5 of Rees [Ref. 9].

2. The Structure of the Ionosphere

The ionosphere, the presence of which was first inferred as an atmospheric
radio-wave reflecting layer to explain world wide short wave radio
communication, consists of the ionized layers D, E, F1 , F2 between 70 and
1000km as summarized in Figs. 3 and 4.

Figure 3 shows that the ion/electron number densities in the E and
F regions are between l04 and >106 /cc. It is seen in the same figure that
these number densities are less than the number densities of neutrals at
the same altitudes by some orders of magnitude. The ionospheric regions
thus lie in a dilute plasma. The principal positive ion species of the
ionospheric plasma layers, and the photoionizing radiation which produce
them are indicated in Fig. 4.

A simple theory of the refractive index of a collisionless
ionospheric plasma (in the absence of a magnetic field) [Ref. 5,
Chapter 10] predicts that the critical frequency, the plasma frequency at
which total reflection of radio waves will occur is given by:

f2 e N. (la)

4 x
2

1om

MIQLATITUOC DENSITY PROFILES

w-,

Fl

t- P1

OENSITY (cm"|1

Fig. 3: Ionization altitude profiles and ionospheric layers for solar
maximum and solar minimum conditions [Ref. 5].
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Layer Ahitude(km) Major Component Production Cause

D 70-90 km NO0.- Lyman Alpha, x-rays
E 95-140 km 0:-, NO- Lyman Beta, Soft x-rays.

UV Continuum
F1 140-200 km 0+, NO* i;c 11, UV Continuum

(I 00-800A)
F2 200=400 km 0+, N÷ He 11, UV Continuum

(I i 0-800A)
Topside F >'400 km O0+ Transport from Below

Plasmasphere > 1200 km H+ Transport from Below

Fig. 4: Daytime midlatitude ionospheric layers: Altitudes, major ionic
components and production cause [Ref. 5].

The symbols are conventional. c. is the permitivity of vacuum and
N. is electron density. Thus.

f - 0.009 [N.]112 MHz ; N. - 1.24 x 10' f 2 cm- 3  (lb)

Therefore, for ionospheric electron densities between 10' and 106 cm-3
typical plasma frequencies lie between about 0.9 and 9 MHz. The scanning
frequencies of ionosonde reflection equipment thus commonly lie between 0.5
and 20 MHz in the short wave radio band.

Figures 3 and 4 identify D, E, F, and F2 layers across the mesosphere
and thermosphere. In addition "topside F" and plasmasphere layers are
identified in the upper thermosphere and in the exosphere.

The D region is the lowest ionospheric layer (70-90km). It is only
present during daylight hours. It is produced by very penetrating
radiation and particles from extra-terrestrial space. It is a weak plasma
imbedded in a neutral atmosphere. Many attachment, detachment and charge
exchange processes take place in it. Its charge density peaks between 90
and 78km depending on geophysical circumstances. It is the most complex
ionospheric region, and its variations have a great effect on absorption
and reflection of low frequency radio signals.

The E region (95-140km) peaks at about ll0km. At sunset the electron
concentration rapidly drops to an equilibrium density which is retained
during the night. Ionization of molecules is very important in this
region. Electron loss in this region takes place by dissociative
recombination.

The F region has two components F1 and F2 . The F, (140-200km) region
peaks at about 200km and is absent during the night. The F2 (200-400km)
region peaks at about 300km during the day and somewhat higher at night.

In the F, region (140km-200km) the principal ions are 0 and NO'.

Solar radiation of X < 800A stimulates the main primary ionization. The
main electron depletion mechanism is dissociative recombination. Ion
interchange is needed for this.

In the F2 region (200km-400km), solar radiation of I < 800A is
responsible for much of the ionization to form 0÷ and N'. That is because
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the principal neutral constituents 0 and N have respective ionization

potentials of 13.6 ev and 15.58 ev.
The so-called Topside region (400km-12OOkm) lies above the F2 region

peak. In it the O and HN ions are transported from below and their
density decreases with altitude. Magnetic field lines of 60* (or less)
geomagnetic latitude are closed. They arise from a point in the southern
hemisphere and terminate at a point in the northern hemisphere. Above
1200km they constrain hydrogen ions moving out from the topside region and
prevent them from drifting off into space. The region above about 1200km
and the 60° geomagnetic latitude line which holds these trapped ions is
called the plasmasphere. Its upper boundary, the 60° fieldline, is called
the plasmapause. Magnetic lines of higher latitude in the approximately
dipole field are not closed. The Topside ionosphere and plasmasphere are
well illustrated in Jursa [Ref. 1].
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Fig. 5: Normalized ion production profiles for a Chapman layer in an
idealized isothermal atmosphere for different solar zenith angles x [See
Eq. (5) in which t is the solar zenith angle] [Ref. 1].

3. Ionospheric Processes

The physical conditions existing in each of the ionospheric regions depend
upon the balance between primary ionization and secondary recombination
effects. The primary ionizations arise from solar X-ray and EUV radiation
together with the effects of galactic cosmic rays throughout the whole
ionosphere. At different altitudes, these effects play different roles.
The more highly absorbed less penetrating radiations are the principal
ionizing agents in the high atmosphere. Lower in the atmosphere, less
highly absorbed and more penetrating radiation is responsible for most of
the ionization. The recombination effects depend upon species which are
present and their collision frequencies.
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3.1. THE CHAPMAN MODEL

Chapman [Refs. 3, 4] developed an idealized phenomenological theory for
atmospheric layer formation arising from photodissociation and
photoionization processes in an exponential atmospheric slab, characterized
by a scale height, and in which solar radiation is absorbed. This
absorption results in photodissociation or photoionization. The
photodissociation effects are important in the neutral stratosphere and
mesosphere. The photoionization effects are important in the ionosphere.

The aspects of his model which describes ionospheric layer formation
through stich primary ionizations in a simple one component slab atmosphere
is briefly reviewed below. It provides good physical insight into the
morphology of the ionospheric layers. It has been more recently augmented
to take account of a multicomponent atmosphere and a spherical earth
[Refs. 1, 2, 8, 12. 13].

SThe Chapman theory and the associated Chapman function leads to
expressions for q(z) the primary ionization rate at altitude z which
accounts for layer formation. Its formulation uses three concepts:
Extinction/Absorption, Scale Height, and Energy Deposition as follows.

Extinction. At a given wavelength and for a given species of a
concentration N(z) at altitude z, and ionization cross section a cm2 per
particle, the extinction -dl of a flux of radiation I along an oblique
atmospheric path dl (- dz sect where dz is the altitude increment and & is
the zenith angle) is:

-dI - a N(z) I dl - a N(z) I dz sect (2a)

Integrating this from altitude z to the fringe of the atmosphere (-) we
obtain the Beer extinction law equivalent:

I(z) I. exp [ - a sect f ' N(z) dz ] (2b)

Scale Height. In simple cases [see Ref. 6, section 2.1] we can write N(z)
in terms of a scale height H by Eq. (3a)

N(z) - N. exp (-z/H] (3a)

where

H - scale height - RT/Mog (3b)

and M. is the mean molecular weight

Energy Deposition. The energy deposition dI per unit cross section along
oblique path increment dl (-dz sec &) is I a N dl - I a N dz sec t. If one
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electron-ion pair is produced per W(ev) of this deposited radiation, then

the ionization rate q per unit volume at z is:

q(z) - Lcos (4a)
W dz

Thus from Eq. (2a) we can write

q(z) - ci N(z) 1(z) (4b)

which from Eqs. (2b) and (3a) becomes

"q(z) N0 I exp - o a N, sect(exp (-z/H) ] (4c)

This is one version of the Chapman function.
The maximum ionization rate q. occurs at the a' Ltude zm, where dq/dz

(or d(lnq)/dz) - 0 at zm. Thus:

zm -H in [H a No sect] (4d)

This is equivalent to unit slat.t optical depth. From Eqs. (4c) and (4d),

the maximum ionization rate q. is:

q. - q(z.) - I. cost/eWH (4e)

Here e is the base of natural logarithms. From Eqs. (4c) and (4e)

q(z) - q. a N. W e cos & exp[- ý - oN. sec &(exp-ý)] (5)

which is another form of the Chapman function. It is often expressed in
non-dimensional terms. Figure 5 displays one set of Chapman functions
which illustrate how individual ionospheric layers are formed.

3.2. IONOSPHERIC LAYERS

3.2.1. The D Region (70-90km). The primary ionization in the D region is
caused by very penetrating radiation whose photoionization cross-section
is sufficiently small (C < 10-19 cm2 = 10-3 A2 ) that it has not been
completely absorbed at higher altitudes. The sources of this radiation
include:

"* Solar X-Rays (I < 10A)
"* Solar UV (I < 1750A)
"* H Lyman a (X - 1216A)
Galactic cosmic rays (BEV)
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The intense H Lyman m emission line from the solar corona penetrates
to the D region as it happens to lie at the same wavelength as a deep

transparency window (a -5 10-20 cm2 ) in the vacuum ultra violet absorption
spectrum of 02. The X-rays ionize NZ and Oz. Lyman a ionizes NO and other
low ionization potential metallic species in the D region.

Many complex processes take place in the D region in which the
collision frequency is high (101- 106 sec-1 ). The primary ions formed are

l14, Ol and NO*. Ion chemistry resulting from collisions with these ions
rapidly produce many other positive and negative ion species [Refs. 1, 9].
The D region is only present during daylight hours when the solar primary
ionization source is active. A typical positive ion distribution in the
D region is shown in Fig. 6.

3.2.2. The E Region (95-140km). The primary ionization in the E region
arises from radiation whose absorption cross section is somewhat larger

(o < 5 x" 10-18 cm2 = 5 x 10-2 A2 ), but not sufficiently large as to be

absorbed by higher altitude regions. Sources of this radiation include:

"* Solar soft X-rays in the region 31A < I < 100A
"* Solar EUV continuum in the region I > 800A
"* Solar H Lyman • (I - 1025A)
"* Solar CIII (I - 977A)
"* Solar Lyman continuum (I < 910A)

Lyman P and the CI1I line both ionize 02. The Lyman continuum ionizes 01.
In this region ionization of molecular species is predominant, with the
formation of N2, 0*, and to a lesser extent 0 and NO'. Electron-ion losses
occur through dissociative recombination processes such as:

NO+ + e -> N* + 0*

S+ e -> 0* + 0*

CO2 + 3 -> CO* + 0*

N2 + e -> N* + N*

70

I S"

_...

CONCeNTRAT ION(CM'
3
1

Fig. 6: Altitude distribution of the positive ion composition of the
D region molecular weights of individual components are indicated [Ref. 1].
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where N* etc may be optically excited species. After the relevant ion
chemistry has taken place, 0O and NO* are the most abundant species in the
E region as shown in Fig. 7.

3.2.3. The F, Region (140-200km). The F, region peaks near 200km and is
absent during the night. Ionization in the whole F region is caused by
solar radiation between 1OOA and 800A region where a large photoionization
cross section a > 10-17 sq. cm = O.1A2 for atmospheric species exists. The
principal components of this ionizing radiation are lines of HeIl and the
solar X-ray continuum. The principal positive ions initially formed in
this region are N1 and OW. Complex ion chemistry between these and other
constituents leads to NO" being the most abundant ionic end product,
followed closely by 0+. This is illustrated in Fig. 8.

3.2.4. The F2 Region (200-400km). At altitudes up to 200km, and including
the. F, region, collision rates are sufficient to ensure that the balance
between photochemical and ion chemical processes determine the
quasi-equilibrium structure of each layer. At higher altitudes however,
the diffusion of ions through the neutral gas becomes a very important
fadtor which has to be taken into account. Above 250km, diffusion rates
and recombination (chemical) loss rates of ions become comparable.
Diffusion exerts control on ion and electron number densities. By
diffusion, charged particles move long distances before they are influenced
by loss processes. The collisional mean free path at 200km is about 1 km.
Diffusion of charged particles across magnetic field lines is of course
inhibited and this has an effect on the ionic dynamics in the high
atmosphere. At very high altitudes diffusion is the dominating process.
The competition between diffusion and recombination gives rise to the upper
F2 peak of the ionosphere, at about 300km.

As indicated in section 3.2.3, the predominant ionizing radiation
between 1O0A and 800A is identical to that for the F, region. The
principal ions formed are 0 and N1 and O, and the predominant ion which
contributes to this part of the space environment is O+(4S).

CONCENTRA IONIWm'

Fig. 7: Altitude distribution of E region ions at a solar zenith angle of
60" [Ref. 11.
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Fig. 8: Altitude distribution of F, region ions for a IO00°*K thermosphere

at low solar activity. Solar zenith angle - 60° for dashed curve and 0°
for solid curve [Ref. 1].

Figure 9 displays the results of calculations of the altitude
distributions of 0' ions between 200 and 450km in Fo region, based on the

assumptions of two typical photoionization rates for the 0 + hv -> 0O
reaction. The smaller of the two rates (1.5x 10-' sec- 1 ) corresponds to low
solar activity and thus a relatively low solar UV flux. The larger of the
two (3.0 x 10-7 sec- 1 ) corresponds to high solar activity with which is
associated a higher solar UV flux.

00

-c 3M

C•'SI CONCENTRAT IONIcm)31

Fig. 9: Altitude distribution of F2 region 0+ ions for diffusive
equilibrium in a 1500*K model thermosphere, with overhead sun calculated
on the basis of two photoionization rates (1.5 x 10-7 sec-1 typical of low
solar activity and 3 x 10-' sec 1 typical of high solar activity [Ref. 1].
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Electron loss in this region occurs through dissociative
recombinations:

e + N-> N + N

+ O->0 + 0

It can also occur through a somewhat more complex set of reactions
involving NO* as an intermediary:

0+ + N2 -> NO+ + N

NO+ + e -> N + 0

0+ + 02 -> 0+ + 0

3.2.5. Topside Ionosphere and Plasmasphere (z > 400km). The dominant ion
in the topside region (400km < z < 1000km) is 0+ which is transported from
the F2 region. H* ions formed in the F2 region by the almost totally
resonant charge exchange reaction

O*(*S) + H(2S) -> 0( 3P) + H+

are also transported into the topside region where their abundance
increases with altitude until they become the dominant species of the
exosphere (z > 1000km) as indicated in Fig. 10. In regions above the
topside ionosphere, where the magnetic trapping of ions discussed in
section 2 occurs, H÷ is the dominant specie of the plasmasphere. Ion
motion at these large altitudes is largely ballistic.

•, ... | . .... ,|I,,.,

lit 10-

ION CONCENIPA TIONkm

Fig. 10: Altitude distribution for topside ionosphere and plasmasphere
ions in diffusive equilibrium with a 750°K thermosphere [Ref. 1].
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4. Conclusion

In keeping with the "space environment" theme of the Institute, this brief
review of the upper atmosphere and the ionosphere has emphasized the
structure, formation, and constitution of the ionized layers of the upper
atmosphere. In the mesosphere and the thermosphere, they are embedded in
the surrounding neutral atmosphere to form a dilute plasma. In the
exosphere they are the dominant components.

Among the important ionospheric phenomena which have not been treated
here, are mass motion and dynamics, winds, current sheets, radio wave
propagation effects, auroral effects and coupling with the magnetosphere.
Information on these topics will be found in other presentations to the
Institute and in the monographs listed among the references.
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THE NEAR EARTH PARTICULATE ENVIRONMENT

J.A.M. MCDONNELL
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ABSTRACT. Satellite orbits in proximity to the gravitationally attracting
planet Earth are immersed in an active swarm of particulates, now both
natural and man-made. High velocities relative to spacecraft can lead to
extensive impact damage, and in the developing scenario of human
exploitation of space, characterization and recognition the particulate
environment forms a design driver for space structures with a high
area-time product. Concern for the increasing role of man-made space
debris, at centimetre scale dimensions and above, has led to increased
activity in both tracking and modelling. In the size range deemed
"unprotectable" regarding space station design, databases have been
developed; below this size, space debris and natural particulates vie for
dominance and currently form an exciting area for study and debate. The
return of NASA's Long Duration Exposure Facility (LDEF) provides a case
study for the understanding of their roles and illustrates how radically
the spacecraft pointing direction will determine the penetration rate of
space structures. The paper reviews knowledge and current understanding
of the two populations as inputs to the space environment models.

1. Perspective of the Particulate Environment

Knowledge of the population of interplanetary space and the near Earth
space environment precedes the space age. Prior to the launch of
satellites, knowledge of the potential component of a natural dust cloud
about the Earth led to NASA's strong support for micrometeorite detectors.
The Earth's Dust Belt [Ref. 1] was short lived [Ref. 2] and the hazard
aspect relaxed to the effect of unbound natural Interplanetary meteoroids
from the comet or asteroid families. Only a modest gravitational
enhancement of this population would be expected in Low Earth Orbits (LEO)
due to the attraction of the Earth.

Fields of study and lines of evidence on the distribution of matter
maintaining the LEO particulate environment - which i. t indeed be
replenished - are shown in Table 1. Characterization of u.e information
available from such fields of study has been reviewed on numerous
occasions. Recent reviews of significance are offered by GrOn, et al.
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Table 1: Evidence for the presence of particulates in the near Earth
environment. Differing techniques are vital to determine the properties
of this complex mix of particulates covering a size regime from submicron
to centimetre dimensions.

PHENOMENON TECHNIQUE APPLICATION

Zodiacal Light Terrestrial and in-situ Global properties of
optical sensing Solar System

Meteor trails Optical and radar Meteoroid orbits,
tracking stream classification

Cosmic spherules Pacific sedi ts, deep Microanalysis, and
ice and straL pheric petrology isotopic
dust retrieval studies

Fireballs Terrestrial recovery of Mineralogy and orbits
meteorites of particular

asteroids

Impact craters Terrestrial crater Impact bombardment
identification history

Tektites Impact crater ejecta Identifiers of impact
finds events

Impacts on Penetration and Impact Current environment
spacecraft plasma and dynamics
and sensors

(Ref. 3] focussing on the interplanetary environment; in LEO space, in-situ
satellite techniques and measurements have been reviewed by McDonnell
[Ref. 4]. It is in the near-Earth space that we now have opportunity for
dramatic developments in understanding by study of the data returned from
NASA's Long Duration Exposure Facility (LDEF). We shall review evidence
derived from key space experiments on LDEF and examine how they shape our
understanding of the roles and especially the interplay of natural
particulates and space debris. First, however, we need to understand some
basic properties of the characterization of particulate distributions; such
properties define the relative importance concerning penetration frequency,
the scattering area and the mass distributed within the population.

2. Characterization and Properties of the Flux Distribution

The cumulative flux distribution, illustrated in Fig. I and instanced in
measurements returned from LDEF (Section 3, et seq.) is plotted on a
logarithmic flux-logarithmic mass scale. A straight line plot in this
plane would be characterized by the form:

log 6(m) - a log m + log c (1)
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Fig. 1: The cumulative mass distribution in LEO orbit [Ref. 28]. The
slope a of the logarithmic plot determines which masses are significant in
terms of the frequency of encounter, and the mass or area within a
distribution. Figure l(b) illustrates the mass per decade interval and (b)
the area per decade interval derived from Eqs. (4) and (9).

where a - log cumulative slope = alog(0 Wm) (a is negative). It may

8~log Wm
be extended to cover arbitrary forms of the distribution 0(m). We note
that 4(m) refers to the particles greater than a limiting value, and is a
threshold measurement, e.g., q(m)- number per metre2 seci of particles of
mass m or greater; the "average" particle differs by an amount dependent
on the slope of the cumulative distribution a. Only at very "high" values
of the (negative) slope a, does the average and the threshold mass
converge.
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This average mass may be shown to be given by m a/(a+l) and has
validity for a < -1; whereas the most frequent mass is close to m, the
average mass can be much larger. For a - -1.2, e.g., the value is 6.m.

The number of particles at(m) in a small interval a log m or a m may
be found (see Appendix) using: alogo(m) - a a log m and A8(m) - a o(m)
am/m. The flux is defined as the number of particles passing through a
flat surface, which is accessible to particles approaching from 2W
steradians, but because of geometric target foreshortening it is equivalent
to a detector of isotropic angular sensitivity open to w steradians.

The logarithmic flux distribution is useful for plotting the size
distribution over a wide range of particulate fluxes and mass but is
inappropriate for computation of, e.g., (1) the mass of particles in a
given range, (2) the area of particles in a range, or (3) the total area
of spacecraft erosion. Such properties are required for evaluation of
environmental effects but equally important for understanding relationships
in the source and sinks of particulates; these properties require us to
first identify the differential mass distribution.

Exponentiating equation (1) we find

0'(m) - c m, (2)

which shows that our flux distributions are typically of power law form.
The differential flux d0(m) is given by

0(m) - ac.ml 1 dm. (3)

The (differential) mass index s - a - 1 is, for example, -2 for a value of
the cumulative slope of a - -1.

We can now determine the total number of particles over a range m,
to M2 in the flux distribution by integration of Eq. (3). This could have

been obtained from the difference of the two cumulative fluxes t(mj) and
V(m2 ) (Eqs. 1 or 2). But for the mass within such an interval m, to m2 we
must integrate (see Appendix) which yields the result:

m2

- f4(m) .m.dn
ml

c c 4 M M . ( 41)÷ 1
Occ ).m . m -Mi 4

This solution is valid except for a - -1, unfortunately a value fairly
typical of many natural distributions, e.g., of meteoroids impacting the
Earth's atmosphere. For this special case a - -1, we find the total mass:

W .(m..M. logo (M2) 5
M(5



MCDONNELL 121

In the case where mI and M2 represent intervals on the logarithmic
mass scale as for example decade intervals where M2 - 1lO1 , log (m2/ml) -

1, then log. m2 /mi - log. 10 - 2.30, and the total mass - a c log. m--
m2

logo10.a c - log. 1 0.a 0(m) m per decade. Thus the mass of particles in any
particular logarithmic mass interval is uniform over the range for a - -1
since 'Z(m) - c.m-'. The value of a - -1 is then a "turning point"
regarding properties of the distribution. To illustrate the properties for
a < -1 and a > -1, we integrate over a wide range of masses (i.e., for M2
>> ml) for a representing a 'high' slope and for a representing a 'low'
slope.

For a < -1, integration of equation (4) yields a total mass

a • O(M,) .mJ (6)
a+i

We see that the mass is determined only by the lower limit mi, i.e.,
is 'concentrated' there. For mi - 0, we have infinite mass, but in
practice (reflecting the need to constrain the mass to the finite sources
of mass available) the distribution "falls off" (by a decline in the slope
a). This conservation of mass - mass budgeting between sources - we shall
see is essential to understanding the sources and sinks of particulates.
We must, in fact, account for the total mass budget in interplanetary dust,
comets, asteroids and the planets as a closed solar system. Mass is
redistributed as it is interchanged between various sources and sinks but
its flow can be charted. We must also find in e.g. the space debris
scenario, that the mass of fragmentation products should never exceed the
mass of source objects - a useful constraint!

For distributions with low slopes, the mass is concentrated near the
largest mass (m2 ) of any interval, and is given by:

a, (MO)M2 (7)
Total mass = -

U+1

We must complement the above relationships by extending it to the
area of flux distribution, e.g., representing what the scattered or
reflected light from such a distribution would be. We take the geometric
cross section (A(m) - 4mr2 where r is the particle radius) but could
readily extend it to incorporate the optical scattering function for light
scattering calculations or penetration parameters for calculating the area
of impact erosion:
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f O(m).A(m) dn
", a(m) [31I1/2 2/3 (8)

W ma IT 1 .logI 0*

The critical value of a concerning area is found to be a - -2/3 and
yields for over the interval m, to m2 an area per magnitude:

( 3•21/31
2.32a c 3z1

12  2

- a m1 -• . ]113. log1 ° (9)

For high slopes (a < -2/3) the area is concentrated in the smaller
particles but only for a > -2/3 is the area of large particles dominant.
We can find situations (e.g., a between -2/3 and -1) where the mass is
dominated by large particulates and yet the area is dominated by the
smaller of the particulate populations.

Knowledge of the sources and sinks of matter in the solar system we
are currently exploring is Oerived from our planetary vantage point at 1
A.U. heliocentric distance. In the inner solar system we see a relative
high density of small particulates, but whose free lifetime, due primarily
to the relativistic Poynting Robertson drag, is only some 104 years. The
same particulates demonstrate, however, in terms of miner'alogy, ages of
some 109 to 1010 years perhaps predating the-solar-system [Ref. 5). Figure
2 illustrates schematically these routes for processing of matter in the
solar system. The particulates must be liberated in very recent times, and
we see comets and asteroids as potential sources; comets are evidently
prolific sources in generating their dust tails. IRAS data also shows
asteroids have dust trails, but of larger dimension. Self grinding within
this cloud, which is probably ih equilibrium over timescales some 10'
years, contributes a further (and mixed) source of particulates nearer the
Sun: this can be shown [Ref. 6] to be generated where the area of
distribution is high - namely between 30,to 100 microns particle diameter.
The available mass in the distribution is shifted towards slightly higher
masses in line with Eqs. (4) and (9). We see that the size range 100 Am
to 1000 pm, namely the lower end of the sporadic meteoroid population,
provided the dominant source and is largely generated from comets.
Characteristics of the orbital elements of these different sources
intercepted in LEO space will be used to determine properties which we can
compare with our observations, LDEF especially.

Figure l(a) showed us the cumulative flux disttibution 0(m) for
objects encountered in Earth orbit. We shall later examine the relative
importance of natural and space-age particulates from modelling and
measurement, but use the relationships we have developed to derive from
this data the mass per decade magnitude Fig. l(b) and the cross-sectional
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Fig. 2: Sources and sinks of particulates contributing to the LEO

particulate environment.

area per decade magnitude Fig. 1(c). Examining these we can readily
appreciate that the satellite population has the potential to exceed
(during a collisional break-up scenario) the natural population of
interplanetary meteoroids; we note that the collision frequency with
satellites is (fortunately!) low but the capability of exceeding the
natural meteoroid hazard at small masses is quite real.

In the same way concerning the natural population of meteoroids, we
see that their mass per magnitude enables them to provide a ready source
of smaller particles by e.g., self-grinding in interplanetary space. We
identify from l(c) which particles dominate the interplanetary scattering-
the Zodiacal Light.

3. Measured Distributions

We look at a few of th4-range of impact related experiments on LDEF; this
set marks a dramatic increase in the definition of impact measurements and
damage assessment in the LEO environment. LDEF's vital role in the
reformulation of the environmental definition arises from three factors:

a. Large area x time product (110 metres2 x 5.75 years);
b. Retrieval from orbit to permit laboratory study using

sophisticated analytical tools;
c. Stabilization (in geocentric co-ordinates) of the spacecraft

attitude.

Key experimental results are now described.
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3.1 LDEF MICROABRASION FOIL PACKAGE (MAP)

Hypervelocity Impact perforations from the first surface of the
Microabrasion Foil Experiment (MAP), which comprises multilayer micron
dimension foils, have been reported by McDonnell, et al. (Refs. 7, 8].
Typical hypervelocity impact features (shown in Fig. 3) are detected
optically in foils of different thickness, and plotted as a function of
fm.., the ballistic limit. Sample fluxes from several thousand
perforations are shown in Fig. 4. Representing the cumulative penetration
rate for independent areas of aluminum (and brass, but not shown), the data
clearly demonstrate the high East (LDEF orbital ram direction) flux.
Asymmetry between the North and South fluxes is significant; error bars,
representing the statistical uncertainty JN for each surface are small with
the exception of the lower values west fluxes (N is shown). The angular
offset of LDEF (8* towards the North, Fig. 2) reduces the apparent
magnitude of the real bias towards the north for the small particles. The
bias is clearly size dependent and reverses (again significantly) for
penetration thicknesses of > 20 microns. As yet these features cannot be
explained! We may perhaps have to involve anisotropy in Earth bound space
debris orbits (despite the expected randomization of orbits for small
particles) and also (for larger particulates) anisotropy of the
interplanetary environment. We have not yet, however, performed the
separation of space debris and natural particulates! We must examine first
other data sources emerging from the LDEF analysis.

Fig. 3: Perforation of a 5 micron LDEF MAP foil by a hypervelocity space
particulate. A crater diameter 60 microns would be caused by a particle
of some 40 microns at 17 kms-1 velocity.
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3.2 LDEF ULTRA HIGH COSMIC RAY COVER (UHCRE) EXPERIMENT
The Cosmic Ray Experiment [Ref. 9] provided via its thermal covers avaluable meteoroid detector. Analysis of impacts is currently beingperformed at Canterbury [Ref. 10]. The programme is complementary to thatbeing conducted at NASA JSC on another sub-set of the total of 18 in

2 ofdetector surface. Eleven trays on LDEF were used for carrying the UHCREexperiment, located on nine of LDEF's twelve peripheral faces. Ninesegments are currently under study; two chosen for the pilot study reportedhere were from rows four and ten, opposing rows and near to the EAST andWEST pointing directions.
The blankets were scanned for features using the "Large OpticalScanning System" (LOSS) which employs a method of photometric detectionwith a resolution of approximately 3 microns at its highest magnification.The process is automated with computer based software which searches forfeatures and logs their position and optical size. In the study, afterinitial scanning, each feature was returned to for verification as animpact site. Three-colour stereo CCD images were then taken of each impact
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site and logged in a database, set up for use by the scientific community,
where specific craters or types of craters may need to be selected for
study.

With the thermal blankets we are not able to yet define accurately
the penetration sensitivity due to their unusual structure; prior to their
proper calibration they are considered to be all Teflon sheets 200 microns
thick, and having an equivalent thickness of 170 pm aluminium.

After taking images of each feature these images are subsequently
processed to extract data including information on hole size, the diameters
of the rings observed around the perforations. A plot of some source data
from the Thermal Blankets, leads to the distribution of hole sizes, shown
in Fig. 5. On leading (Row 10) and trailing (Row 4) shows an East to West
ratio varying from 4 to 12. This ratio is significant in the
identification of orbital particulates, and its low value argues against
them at this size. The data is incorporated with other impact experiments
on IDEF into the model used in Fig. 6.

10.
Flux a

Fox __a04c flux

aloc Alux

East UHCRE Thermal Blankets

m-2s-1

West

o7 .

10*'

100 Hole diameter (microns) D h 1000

Fig. 5: Penetration hole diameter distributions for the (UHCRE) thermal
blanket covers, and leading (Row 10) and Trailing (Row 4) faces of LDEF.
The composite of 120 am Teflon and 80 microns paint may be plotted at an
equivalent thickness of 170 pm aluminium.

3.3 SDIE EXPERIMENT

Representing an area comparable to the cosmic ray covers, the SDIE
experiment [ Ref. 11] offers for higher masses an effectively "infinitely
thick" target regarding penetrations. No perforations of 2.5 mm aluminium
were detected. Valuable comparisons can be made between the impact effects
on such thick targets and the thin MAP and UHCRE data, where the larger
particles clearly penetrate. Opportunity for the "calibration" of thick
target cratering and foil perforation relationships abounds; such work was
reported at the Workshop "Hypervelocity Impacts in Space". Canterbury,
1991.
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Data is acquired primarily in terms of crater diameter measured at the
original detector surface level. Accompanied by depth to diameter
relationships of 0.50 determined by Humes [Ref. 12] for the larger craters
(Dc > 500 pm) we can convert diameter distributions (Dc) to penetration
depth distributions (Tc) and relate to foil penetration penetration
thickness limit (fmax). The ratio of f ../T, has been reported for thin
foils as 1.17 [Ref. 13]. Humes [Ref. 12] infers a higher value near to
1.7. Although remembering that this calibration must in future be refined
by the LDEF data set, wc note that the log-log representations of data
render this factor lIss critical regarding our inspection and
intercomparison of the different data sets at this stage.

3.4 INTERPLANETARY DUST EXPERIMENT (IDE)

Measuring the smallest particles on LDEF, of submicron dimensions, the IDE
experiment [Refs. 14, 15] offers vital characteristics for tracking down
the source of (at least the very small) particulates. We will see (section
5) that the modelling particle dynamics to flux ratios from the MAP data
de-,onstrates the presence of orbital particulates, but only for the
pa iculates causing perforation of the aluminium foils of 20 micron
thiciness and lower. This trend is supported by the IDE experiment data;
experiment features which provide a special perspective to understanding
the LDEF data-set are:
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(i) Time-tagged impact detection (but only for the first year)

(ii) Six directional flux measurements (4 peripheral, Earth and
space pointing).

The time tagged information shows a surprising unique structure; it
shows that the orbital population is neither isotropic nor constant! As
perceived from LDEF's orbit, periodicity in the variations is seen and
shows the interception of orbits on successive periods, dismissing the
concept that microparticulates should have diffused into an isotropic
cloud! This selective distribution in orbits - where the spatial density
momentarily exceeds the average by many orders of magnitude - has been
interpreted as evidence of space debris [Ref. 15] and alternatively as
compatible with natural particulates captured into Earth orbits either
directly (via aerocapture) or indirectly by particulate atmospheric
disruption followed by capture (aero-fragmentation capture [Ref. 16]).
Chemical evidence of impact residues must provide more definitive answers,
and we could very possibly, given the extent and high definition of data
from LDEF, distinguish the presence of both contenders to this orbital
population. There could indeed be both components present. Although we
await also, the chemical identification of the residues of larger impact
craters, we must accept that these are generally dominated by natural
meteoroids. Our modelling demonstrates this by returning a velocity of
17.4 km/sec, well in excess of orbital values. On the west face, analysis
of 15 impact residues of the Frecopa experiment [Ref. 17] also reported 15
out of 15 studies as chondritic in composition, hence certainly not space
debris. Additionally though thick target residue analysis [Ref. 18] has
yielded a small fraction which are compatible only with man-made space
hardware.

3.5 SUMMARY FLUX CHARACTERISTICS

We are thus able to generate a flux distribution from these data sets. We
refer them not to particle mass but the equivalent thickness of aluminium
perforated; it is the flux ratios which are significant! Corresponding to
the lowest (West), highest (East) and the space pointing directions, we now
have a measure of the anisotropy of the average LDEF preferred flux. We
will later wish to account for the 8* effect of LDEF as more data is made
available [Ref. 19]. The model fit extends from micron to millimetre
dimensions, covering 9 orders of magnitude in particle mass. This is our
basis for modelling.

4.0 Modelling of LDEF Data and the LEO Environment

4.1 EFFECTS OF SPACECRAFT EXPOSURE ATTITUDE

The diversity of flux rates for different exposure attitudes on LDEF (flux
anisotropy) will be incorporated into engineering models and guidelines and
used directly for spacecraft exposures similar to LDEF. The data refers
to velocity at mean altitude of 465 km and in an orbit of inclination
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28.5". To apply the data to any other satellite exposure requires an
understanding of the particulate orbits. We must develop modelling of
particulate orbits, incorporating the relative motion of the satellite
(LDEF) and a supposed geocentrically referenced cloud, in order to
understand what this LDEF anisotropy means. We may then understand better
the sources of particulates. Such modelling of the Interplanetary

micrometeoroid environment as encountered by LDEF has been developed [Ref.
9]. Due to LDEF's fast precession rate the average interplanetary flux is
assumed random [Ref. 20]. Our model calculates the relative fluxes and
impact velocity of particulates arriving at each of LDEF's 14 faces. Such
ratios are calculated at a particular (arbitrary) initial mean geocentric
particulate velocity VPE which may be related to an interplanetary Earth
approach velocity V-.

The model results are then applied firstly to the MAP data, which is
deployed on five different pointing directions of LDEF; other LDEF impact
data is incorporated at larger particulate dimensions. The thin foil
perforation flux distributions measured on each of these faces (North,
South, East, West and Space), are supposed to be caused by either natural
micrometeoroids (unbound orbits) or man-made space debris (orbital). It
can be shown that the unbound micrometeoroids are able to encounter all
faces of LDEF, but for the orbital particulates, there can be only a very
small fraction on the West, Space and Earth faces: the only possible
exception to this would be impacts from highly eccentric orbits. We see,
therefore, that a study of the West and Space fluxes is the key in
deconvolving the naural micrometeoroids and orbital fluxes.

To understand the modelling approach we first imagine that LDEF is
stationary, with respect to the Earth; it will encounter an isotropic
Interplanetary flux and with the exception of Earth shielding, all LDEF
faces will detect the same flux. If, though, the spacecraft is travelling
at its orbital velocity through this geocentrically preferenced isotropic
cloud, detection efficiency will modify the measured fluxes of each face.
These effects are mass sensitivity and detection geometry. The geometry
effect is the 'sweeping-up' of particles onto the forward faces. The
apparent flux on the moving detector relative to the stationary detector
can be determined for each face and are termed the 'K' factors. The motion
of LDEF also increases the mean impact velocities on the forward faces
relative to those of the stationary spacecraft, and likewise reduces the
velocities on the rear faces, giving rise to the mass sensitivity effect.
Here, because particulate foil penetration (or crater depth) depends upon
the impact velocity, the forward faces will receive more perforations than
the rear faces at a particular size because of the increased number of
particulates of smaller size. Therefore, the forward faces not only
encounter more particles than the re.r faces due to the geometry effect,
but also detect more particles due to the mass sensitivity enhancement.
This underscores the importance of LDEF's flux ratios.

A flux transformation from the West face to the Space face (Fig. 6)
is then composed of a horizontal (sensitivity) shift to account for the
mass sensitivity (the relative increase in foil thickness at constant
mass), and a vertical (flux) shift to account for the geometry effect along
with Earth shielding (the flux ratio at constant mass). The flux ratio at

constant foil thickness can then also be defined if the slope of the foil
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thickness perforation distribution is known. Both these mappings are
dependent upon the initial geocentric meteoroid velocity, and therefore,
so also is the relative transformed flux. This transformation is then a
prediction of the foil penetration flux that would occur on the Space end
face. By performing this at an arbitrary velocity VpE, we can find a
solution for the geocentric particle velocity which generates the observed
Space flux from the (transformed) West flux. This is calculated to be 17.4
km s-1, for the MAP data, which compares favorably to mean micrometeoroid
velocities derived from observations of meteor streams as measured as
16.9 kms- 1 by Kessler [Ref. 21], as 19.2 kms-1 by Dohnanyi [Ref. 22], as
16.5 kms- 1 by Erickson [Ref. 23] and 15.2 km/s by Southworth and Sekanina
[Ref. 24]. The Earth approach velocity V. is deduced as 13.6 km second.
We shall later examine the implications of this modelling for the LDEF data
set in the context of Interplanetary models by Grun, et al. [Ref. 3] and
Cour-Palais [Ref. 25] (Fig. 10).

4.2 ANGULAR DISTRIBUTION OF THE FLUX AND DETECTOR GEOMETRY EFFECTS

In order to extract as much information as possible from LDEF, the NASA
LDEF ("A Team") analyzed the entire frame of the spacecraft prior to the
removal of the experimental trays for distribution and analysis. They
discovered, on the aluminium clamps, flanges and tray lips, a total of 768
impacts of diameter 0.5mm and above, with the number of impact sites
ranging from only 3 on the trailing West face (03), to 87 on the East (10)
face. The main advantage of using data from the LDEF frame is that there
are effectively 24 side-facing directions instead of the normal 12,
providing more opportunity for resolving any possible effects of a fine
structure from a debris component. Plotted in Fig. 7 are sample results
for impacts on the clamps, flanges and tray lips [Ref. 26] for large
impacts (ca. 500 pm). Any data point from such an analysis represents the
highly smoothed effect of a flat plate detector. In an effort to
understand the true incident distribution, we must examine the efforts of
such smoothing and the possible de-convolution. The "Errors" represented
by a spike in this data arise from the statistics of the small number of
large impacts.

Each data point measured on an LDEF surface is the result of an
impact on a flat-plate detector by a microparticle incident from an unknown
direction. A particle striking a particular face could also have done so
on any of the other (nearby pointing) faces LDEF, but in each case the
probability of it occurring would have been different, as well as the
incident angle. Noting that such factors will lead to a deterministic and,
known, smoothing function, then it may be possible to calculate the flux
of particles coming from each specific range of directions by the process

of mathematical deconvolution. We note two main effects (1) Geometrical
Sensor Area, which is proportional to the cosine of the angle from the
normal (a) and (2) a penetration sensitivity which follows a (cos ')0'88
dependence, according to empirical relationships [Ref. 27]. This has led
to a partial deconvolution of the data; the results show that the
distribution of large craters is not caused by the "butterfly" distribution
expected for orbital impacts [Ref. 28]. The LDEF results for large
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Fig. 7: Radial plot of impact flux for LDEF's peripheral pointing
directions.

particles differ markedly from the MAP micro foil data where orbital
particulates are significant.

4.3 CURRENT SPACE DEBRIS STUDIES

NASA has promoted space debris studies with considerable success [Ref. 29].
Following this lead, ESA's Space Debris Working Group concluded in the ESA
SP-1109 that "For future manned missions (e.g., the Columbus programmes and
Hermes) it is essential to establish a European database of all space
debris data ....

In response to these findings a concerted effort was started by an

advisory group leading to a document complementing NASA's volume. An
initiative was effected to obtain various tools to support the findings and
to monitor the space debris environment; these are also coordinated through
the Space Debris Advisory Group. Tools developed include DISCOS - The
Database and Information System Characterizing Objects in Space, designed
and developed with ESA and implemented under contract at the University of
Kent at Canterbury. It is now on-line at ESOC (European Space Operations
Centre) Dartstadt, Germany. Also available is ESABASE, a risk assessment
modelling tool comprising both micrometeoroid and space debris models

on-line.
DISCOS takes data on tracked objects only. These are mainly

satellites, payloads and fragmentation debris that are tracked by
USSPACECOa. There are four main space objects data sources; namely,
USSPACECOM Two-Line Elements, NASA's Satellite Situation Reports, RAE Table
of Earth Satellites and Teledyne Brown Engineering History of On-Orbit

USPCCM There.. . .. ou..ain.pa.e.oj..ts.a...sorc.s;.ame.y
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Satellite Fragmentation. There are also two Solar and Geomagnetic Activity
Data files; namely, NASA's Long Term Solar and Geomagnetic Activity
predictions and ESOC SOLMAG data. The database is implemented in Oracle
and users access the main data files which contain hybrid information from
the four space objects data sets via SQLPLUS.

DISCOS can be used for collision dynamics and probability, time
evolution models, re-entry predictions and risk assessment, especially for
manned missions, strategies for collision avoidance and launch window
calculations. DISCOS is used as a primary data source for space debris and
has been used to estimate impact probability calculations on a spacecraft
such as LDEF (Long Duration Exposure Facility). Data for larger masses (as
shown in Fig. 1) gives the distribution of satellites and fragments in
Earth orbit and can readily be generated from DISCOS.

ESA is continuing to invest in space debris monitoring and control
as underlined by recent contracts awarded for characterizing impact
probability and distributions on a spacecraft, e.g., the new LDEF data at
smaller masses; it is also promoting studies via SIRA (UK) in collaboration
with the University of Kent for the study of optical tracking techniques
for space debris.

5. Sources and Sinks - Current Viewpoints

Modelling the natural particulate components on LDEF, which dominate on the
West and Space faces, leads us to the expectation that mid-sized
particulates detected by all faces of LDEF are dominantly natural; by
deduction of the particle velocity from the comparison of the Space and
West pointing detectors we are able to deduce the interplanetary velocity
and flux distribution by incorporating effects of Earth shielding and
gravitational Earth focussing. This compares well (Fig. 8) with the
interplanetary flux distribution deduced by Gran, et al. [Ref. 3]. At
larger masses, we see a significant divergence, namely an enhancement in
flux above accepted meteoroid fluxes. If confirmed, it will demand
explanation; it might well be explained by impact comminution products of
the terrestrial satellite population. Previous modelling [Ref. 291
predicted a dominance by debris above 1mm particulate size, and we could
be seeing here in the LDEF data first evidence of collisional increase.

Previous evidence from the Solar maximum Satellite data [Ref. 30]
indicating a micropopulation of debris some I to 2 orders of magnitude
above the natural population have been shown [Ref 31] to be exaggerated by
invoking inappropriate penetration formulae [Ref. 27]. The effects of this
are seen in Fig. 9, where the originally published data is shown adjacent
to the new interpretation using the McDonnell-Sullivan penetration formula.
Table 2 shows various penetration formulae which have been used to decode
crater and penetration measurements in space. Taking note of the need to
incorporate the effects of target strength and density and the wide range
of dimensions on LDEF, we are forced to conclude that the
McDonnell-Sullivan relationship should be used at this stage. It is
probable that the LDEF data itself will offer scope for the examination of
the parametric dependencies within this relationship.

Lw n m a m sm m m • m
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Fig. 8: Fluxes measured from LDEF data corrected for gravitational
enhancement and Earth shielding compared to the interplanetary model of
Gran, et al. [Ref. 2] and Cour-Palais [Ref. 25]. Agreement supports the
interplanetary origin of the West and Space pointing LDEF data.
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Fig. 9: Data from Laurance and Brownlee [Ref. 30] interpreted using the

penetration formula as published [Ref. 27] and more recent interpretations
[Ref. 31]. Although the excess "debris" component is considerably reduced

a significant excess remains which needs addressing and resolving in terms

of local spacecraft contamination or orbital particulates.

To get a viewpoint of the current status of understanding of the
sources and sinks, we begin with the interplanetary flux [Ref. 3] (Fig. 8).
"Mainstream meteoroids" (above 10-6g mass) characterized by a cumulative

index of a - -1.2 are produced, and must be continuously replenished

[Ref. 32] by cometary sources in heliocentric orbits. Asteroidal sources
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Table 2: Penetration formulae used to decode hypervelocity impact data.
The need to incorporate target strength and density plus particle density
velocity and dimensional scaling underscores the value of the
McDonnell-Sullivan formula in the decoding of foil perforation data from
LDEF.

f- 1. 023 d005S6 ( PP) 046(0") ~ 0.14 .664 [Ref .3 1i kPT•I , T)

f = 0.79 VO' 76 3  
[Ref. 4]

d
f- 0 . 5 7 d°-'°5 

C-'0
.0 V

0* [Ref. 36]

if- = 0.772 d'2 P' P (VCosa) [Ref. 27)
d

f = do.s Po.P V~ v [Ref. 37]

f- = 0.635 d°'°s6 pO.P O, [Ref. 25]

are not precluded if in short period heliocentric orbits, i.e., perigee
within 1 A.U. We see that the Pioneer 8 and 9 data [Ref. 6] shows that
both the velocity and directional characteristics of the interplanetary
flux changes at mass 10-11 g. We see a swing at smaller masses to a solar
flux direction, dominated by a higher velocity. We can to a first order
separate out the bound and unbound heliocentric orbits. The unbound orbits
at these very small masses represent those particles expelled from comets
or collisionally generated near the sun between the impact of differing
meteoroid streams. On liberation they find a gravitational field which is
reduced by radiation pressure to the extent that their orbits are
hyperbolic. Figure 10 shows the effects of a separation into this
"bimodal" population, separated not so much by their nature but by virtue
of their fate in terms of orbital elements. Otherwise they may well be of
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similar characteristics, namely cometary fragments of nature similar to the
IDPs recovered from the Earth's stratosphere [Ref. 33).
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Fig. 10: Interplanetary flux (IP) data [Ref. 3] resolved into an orbital
component (a particles) and hyperbolic 0 particles [Ref. 6].

Noting that the interplanetary "bimodal" flux at 1 A.U. is incident,
and without significant gravitational enhancement, on the lunar surface,
we can compare this with lunar crater distributions. Review data [Ref. 34]
is used in this instance to be representative of the differing data which
have been published. We are still left in some considerable difficulty,
however, regarding the absolute calibration of lunar rock exposure ages.
A normalization is made therefore to the Grdn interplanetary fluxes at
larger masses where the distribution slope is high and the existence of
secondary craters rendered insignificant. Figure 11 shows this operation,
which leads us to readily identify the excess lunar microcrater flux at
smaller craters, which had been suspected by numerous investigators (e.g.
[Ref. 35]).

We are now able, and this is especially interesting in our study of
the LEO environment, to collate more reliably summary evidence in Earth
orbit (Fig. 12). We see LDEF as compatible for medium masses with the
interplanetary flux, but gravitationally enhanced. This situation applies
to all faces of LDEF. At smaller masses, however, the peripheral faces,
especially the East through to North and South, show an "excess", namely
the component we attribute to orbital particulates. The SMM spacecraft
(become of "randome" exposures) sampled this orbital excess for only a
fraction (a quarter) of its exposure, but due to the higher flux value it
would have seen perhaps equal mixes of orbital and interplanetary
particulates at this mass. Although we have seen, at the smaller masses
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Fig. 11: Interplanetary particulate flux data compared to lunar crater
impact data, using arbitrary flux rate scaling for the Lunar data
normalized for the larger masses where primary craters must dominate. It
shows clearly the existence of secondary craters at small sizes which are
generated by the larger (a) particulates.

detected by the craters on the aluminium louvers on SMM, that the flux was
exaggerated at a particular mass scale, we do still see a continuing excess
above the interplanetary level as we go to the smallest masses. This would
well comprise both locally generated secondary craters on SMM (due to the
proximity of the solar cell structures) and a real flux of orbital
particulates now seen on the LDEF MAP and IDE experiments.

6. Issues in the LEO Particulate Environment

We see now that the LEO environment poses a design challenge for the high
reliability space systemas and for extended lifetime missions. The impact
of particulates has hitherto been able to be ignored in the small satellite
area, perhaps less due to ignorance than because of higher failure from
other mechanisms. Milestones in particulate environment definition were
clearly the NASA meteoroid model for the near Earth Environment and for
interplanetary space [Ref. 25]. We see now in the light of more recent
review inteiplantary measurements [Ref. 3] that this remains a good model,
certainly for isotropic or random mission exposure to the meteoroid flux.
New knowledge is, however, being generated: in deep space currently this
is via the Galileo, Ulysses and Hiten missions; in near-Earth space, LDEF's
return has provided unprecedented opportunity for the definition and
understanding of environmental modelling. Yet we still see such
understanding the sources of particulates as vital to the extrapolation of
such data and its application to new missions.
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Fig. 12: LEO flux distribution data compared. The detection of LDEF of
an orbital population at smaller sizes from the MAP data [Ref. 7] could be
explained in terms of space debris or natural orbital component. Chemical
evidence will be needed to resolve this matter. The interplanetary flux
dominates for all faces between particle diameters of say 5pm and 500pm but
a possible space debris component at larger diameters could be indicative
of a contribution from space debris comminution. The source of the
microparticle orbital population is suspected to be, but as yet
unconfirmed, space debris.

LDEF's data set generally comprises average exposures, but in certain
instances, time resolved data. Though we see the meteoroid role as
dominant, orbital particulates are clearly demonstrated by statistical
grounds invoking dynamic modelling and by direct evidence such as the
chemical data only recently emerging. The intermix of interplanetary and
orbital particulates is size dependent, and this no doubt holds clues to
the origin of the particulates. This mixing ratio is also orientation
sensitive, and design criteria for spacecraft can be clearly seen to
benefit from appropriate exposure attitude relative to the orbit vector.
Characteristics of the impacting particulates and their impact parameters
are therefore also altitude dependent and prescriptions for meteoroid
efficient shielding will therefore also differ. The time dependent data
available (such as the IDE experiment) is generally restricted to the
"insignificantly small" sub-micron particulates; in terms of hazards their
significance could though be vital to our understanding! Are they orbital
debris from rockets and impact comminution or natural fragments from
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meteoroid fragmentation? Comprising the tail of the satellite
fragmentation distribution they would give a significant handle on problems
relating to the definition of a suitable in-orbit comminution distribution
which cannot be readily measured at larger dimensions. At medium masses,
the dominance of the meteoroid population may mask the significant damage
they could cause in the millimetre size range and yet be a population which
could be increasing with time.

LDEF's data set will be understood and resolved only by a
multi-disciplinary attack from the research field. From the application
of dynamical modelling of orbits, from crater morphology, from the mass-
analysis and the isotopic analysis of crater residues, and from the time
history of some of this information, sufficient dimensions are surely
available to resolve the major aspects of the source and sinks of
particulates. The answers, as yet unresolved, are now on the detector
surfaces in the laboratory and yet do vitally need the continued thrust of
investigations of international status.
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APPENDIX
RELATIONSHIPS IN PARTICULATE DISTRIBUTIONS

A (straight line) plot in the log flux-log mass plane in which our
cumulative flux distributions are plotted is characterized by the form:

log 0(m) - a log m + log c

where a - log cumulative slope - 81o(M) (a < 0). (Al)
blogm

0(m) refers to the particles greater than a limiting value, and is
a threshold measurement, e.g., 0(m) - number per metre2 seci of particles
of mass m or greater than m. The number of particles dO in a small
logarithmic interval a log m may be found using: alogt(m) - a a log m.
By differentiating or exponentiating we find: MZ(m) - a 0(m) am/m - number
of particles in a mass interval. Exponentiating Eq. (Al) we find

0 (m) - c m * (A2)

which shows that our flux distributions are typically of power law form.
The differential flux is dO(m) is given by

do(m) - ac.m'-1 dm. (A3)

The (differential) mass index s - a - 1.

We can determine the total number of particles over a range mi to M2 in the
flux distribution by integration of 0(m). We could have obtained this form
from the difference of the two cumulative fluxes 0(ml) and V(m2 ), but 0(m)
is needed for other manipulations.

Mass within a flux distribution.
For the mass within such an interval m, to M2 we integrate the

function 0(m) m:



MCDONNELL 143

"M%

Total mass - f (m) .m.din
ml

f a c m- 1 m dn
ml

- - .ma÷+ ]~ l

--- c. (m- -mr') (A4)a ~l

Mass for a - -1.
This solution is valid except for a - -1, a value fairly typical of

many rational distributions, e.g., of meteoroids impacting the Earth's
atmosphere. For the case a - -1, we find

Total mass - f ac mI-im &n
ml

r ml

- a C (log. m]"%

- a.C log4(M2) (A5)

In the case where m, and m2 represent intervals on the logarithmic mass
scale as for example decade intervals where m2 - lOmI, log (m2/ml) - 1, then

log. m2 /m, - log. 10 - 2.30, and the total mass - a c log. 2- - log~lO.acM2
- log10.a 0(m).m per decade. Thus the mass of particles in any particular
logarithmic mass interval is uniform over the range for a - -1 since
0(m) - c.m- 1 .

Mass for a <-I (high slope)
Integration and substitution yields: (A6)

Total mass - 0 +. C 1 _- I .0(ml) .m,
a + I mi-(a+l) a+1
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We see that the mass is determined only by the lower limit ml, i.e.,
is concentrated there, for what are termed "high" slopes in the flux
distribution.

Mass for a > -1 (low slope)
The mass is concentrated near the largest mass and is given by total

mass:

ac 1 4M (A7)a ýl m-a +I-:) al TAT

Area within a distribution
For the integrated area of a flux distribution, e.g., representing

the scattered or reflected light from such a distribution, we take the
geometric cross section (A)- x r 2 where r- particle radius. We can readily
extend it if necessary to incorporate the optical scattering function for
light scattering calculations. We find the geometric cross section area:

f (number X Area) dm
ml

"-• / 13• 2/3
afC'cMft.1.M2/3.( 3%2 .dM
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f f 3t/2)2/3 .me-11 3 .am.

ml

"a f 3%1/2]2/3 .ma_1 / 3 .d&
ml

3 n1/2]

a +2/3J . [•"/] <S

Area for p - -2/3
The critical value of * concerning area is found to be a - -2/3 and

yields for a - -2/3 over the interval mi to mi:
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area per magnitude - 2.32a 3n/2)2/

4P

[__3_.__ 12/3
- a c.[-- -- I .logelo (A9)

4Pj

Area for a < -2/3 (high slopes)
Integration limits applied to the general expression for area yields:

( 37i[/2 2/3 C . am2/3

4p - (g +2 /3)

(3C1/2 2/3

- - •€tP •,).'(Ml) . Mz (AlO)

Area for a > -2/3 low slopes

( 312 /3/ m-/

Area - - 37C -/22/3 C 2/3 23

_---(3,1/2'/3/
4p 2/3)3

-- t •+ 2/,3). (M2) .M22/3 (All)

Average mass incident
The average mass is found by the weighted flux x mass distribution.

This function yields that of the integrated mass within the distribution
normalized to the total flux. We find for a limiting threshold mass m

average mass . i. (A12)

This has validity only for a < -1, i.e., for high distribution slopes.
This is reasonable because for a > -1, the integral of the mass within the
distribution is infinite. However, this point serves to illustrate the
fact that unless the distribution slope is high, the average mass is
considerably greater than most frequent mass.

Averaze area in distribution
This is, as in the case of average mass, valid only for a < -2/3 and

yields a value for a limiting size of m or greater:
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_ •4p P M213 = A(m) -3 (A13)
- + 2/3 (a + 2/3)

It is thus closer to the threshold than is the average mass due to the
higher area to mass function for small particulates.

Arbitrary forms of flux 0(m)
Where 0(m) is not conveniently expressed by an equation, and may

represent an experimentally determined function, perhaps even with an
associated noise or error, the mass and area functions may be determined
by using sampled values of 0(m) and the slope a(m). The number of
particles in a small interval d log(m) is given by dN - exp(log 0(m) -
a(m) dlog m) - 0(m). Hence the mass in that same interval is:

m. dN (A14)

and the area in that same interval is:

A(M) (31/22/32/3 [.dN (A15)
4p

This technique is used to generate the data shown in Figs. l(b) and (c).
The number of samples required per decade is determined by the accuracy
required and the quality of the data.



THE MAGNETOSPHERE AND ITS INTERACTION WITH THE SOLAR WIND AND WITH THE
IONOSPHERE

S. W. H. COWLEY
Blackett Laboratory
Imperial College
London SW7 2BZ
United Kingdom

ABSTRACT. A tutorial discussion is presented of the Earth's magnetosphere,
and its interaction with the solar wind at its outer boundary, and with the
ionosphere at its inner boundary. Topics covered include magnetospheric
cavity formation, magnetic reconnection, plasma convection, structure of
magnetosphere plasma populations, substorm dynamics, ionospheric
convection, magnetospheric and ionospheric current systems, particle
precipitation and the aurora.

1. Introduction and Theoretical Background

1.1. OBJECTIVES

Spacecraft and ground-based observations over the past thirty years have
revealed the Earth's magnetosphere to be a highly complex, structured,
time-dependent plasma system which interacts strongly with the solar wind
at its outer boundary (the magnetopause), and with the ionosphere at its
inner boundary. Nevertheless, it is the thesis of this article that the
observed properties of the magnetosphere and its interactions can be
understood at a zeroth order level in terms of the combination of a number
of relatively simple elements which obey a small number of simple physical
rules. The picture which emerges from this discussion is intended
primarily to form a framework within which to appreciate the context of
more detailed studies.

1.2. THEORETICAL BACKGROUND

Although the understanding of plasma systems at a detailed level is a
notoriously complex business, only two simple theoretical ideas are
required to meet the "zeroth order" objectives stated above; namely, the
concepts of "frozen-in" transport of the magnetic field and the plasma, and
the force exerted by the field on the plasma. These we will first outline.

1.2.1. Frozen-in Flow. We will first consider the motion of individual
charged particles in an electromagnetic field. The simplest case is
particle motion in a uniform steady magnetic induction B, in which case
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ions and electrons gyrate transverse to the field in circles of radius

V1/0, where Vi is the particle speed transverse to B and 0 is the gyro

frequency (0 - qB/m, where q is the particle charge and m its mass), while

moving with uniform speed V, along them. The general motion is thus a

helix. If we now add a uniform electric field E, perpendicular to B, then

to this helical motion will be added a particle drift, VD which is

perpendicular to both E and B and given by

VD - ExB/B
2  (1)

It is important to observe that this "ExB drift" is quite independent of

the mass and charge of theparticles, such that the addition of the

transverse electric field is entirely equivalent to a transformation of the

frame of reference. For example, if we take our original system with a

uniform B and no E, and then transform to a frame moving with velocity -VD

transverse to B relative to this system (some arbitrary velocity), -then it
is clear that in the new frame all the particles will drift transverse to

B with the same velocity VD. This motion in the new frame is, however,

accompanied by the existence of an electric field in this frame given by
the non-relativistic transformation E - -VDxB. Substitution of this E into

(1) then shows that the transverse drift in this frame is just the "ExB

drift" in the electric field which automatically appears in this frame by

virtue of the frame transformation.

The zeroth-order motion of the particles thus consists of the sum of

a gyratory motion about the field (which gives no net transport), together

with flow along the magnetic field, and a transverse ExB drift given by

(1). If we now consider a more general field configuration in which E

remains perpendicular to B, but in which both fields vary in space and time

(but only slowly compared with the gyroradius and gyroperiod of the

particles respectively), then this motion has a very simple and important

property. If we consider a set of particles whose gyrocentres at some

instant of time are all located on one magnetic field line, then at any
other instant of time (earlier or later) their gyrocentres will also be

located on one magnetic field line, as illustrated in Fig. 1. The reader

is referred to elementary plasma physics texts for a formal proof that this

is indeed the case.

This result is of central importance in giving a simple understanding

of the relationship between the motion of the plasma and the behavior of

the electromagnetic field. However, there are two completely equivalent
ways of thinking about it. First, we may focus on the motion of the plasma

and consider the magnetic field lines to be transported along by the flow

"frozen" into the plasma. As the flow twists and bends so the magnetic

field is also twisted and bent (but not with impunity, due to the force

which the field then exerts on the plasma as we will shortly discuss).

This way of thinking about the above result is appropriate when the energy

of the flow dominates the energy of the field in the system, as is the

case, for example, in the solar wind. Alternatively, we may think about

the field lines themselves as moving (with the ExB drift), and carrying the

plasma particles along with them. This way of thinking about the result

is appropriate when the field energy exceeds the flow energy, as is the

case, for example, in the inner dipolar parts of planetary magnetospheres.
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E V

Fig. 1: Sketch showing the motion of charged particles in a non-uniform
magnetic field B in the presence of a perpendicular electric field E. On
the left we show some charged particles whose centers of gyration lie at
some time on one field line. After a certain time they have moved due to
the ExB drift and to motion along the field. The "frozen-in" theorem then
tells us that their gyrocentres still lie on a magnetic field line, as
shown.

An additional point needs to be made about the motion of the
particles along the magnetic field, which under certain circumstances is
not unrestricted. The gyration of the charged particles results in the
formation of a loop of electric current, which is consequently associated
with a magnetic moment given by p - -(mV, 2/2B)b, where b is the unit vector
along B. In a non-uniform magnetic field there consequently exists a net
force on the particle F - (it.v)B which is directed along the field such as
to repel the particle from regions of high field strength. On moving along
the field into such a region this force will act to reduce and reverse the
field-aligned motion of the particle, causing it to "mirror" and move out
of the region of high field strength. The overall motion along the field
is governed by the constancy of the total particle speed and the particle
magnetic moment (i.e., Vý2/B, the "first" adiabatic invariant).
Consequently, in a magnetospheric dipolar magnetic field geometry the
particles will "bounce" rapidly along the field lines between mirror points
in the northern and southern hemispheres, moving back and forth across the
field strength minimum at the dipole equator. This oscillatory behavior

I
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is the motion which lies behind th,, formation of trapped particle
"radiation belts" in dipolar planetary magnetospheres.

Finally, we should point out that the three-component motion
discussed above represents only a zeroth order approximation which is
strictly valid only for plasma particles of low energy. In a weakly
inhomogeneous and time-dependent field, particles of finite energy will
also experience drifts transverse to B which are proportional to the energy
of the particle and to the non-uwiformity and time-dependence of the field,
and whose sense also depends on the sign of the charge (these are the "grad
B", "curvature", and "polarization" drifts etc.). These drifts (together
with the magnetization of the plasma) are responsible for the .urrents

transverse to B which are carried by the plasma in such a field. As a
result of these drifts, however, the frozen-in transport of the field and
the plasma represents only a zeroth-order approximation for a plasma of
finite temperature. Any initial collection of particles threaded by a
given field line will gradually spread apart across the field, ions and
electrons in opposite directions. The rate of this spreading depends upon
the degree of inhomogeneity and time-dependence in the field relative to
the particle gyroradius and gyroperiod. In the limit that the field scale
lengths or times approach the latter values then the above picture of
particle motion breaks down, and with it the concept of "frozen-in fields".
In the following sections we will therefore need to remember that while the
"frozen-in" concept is valid in fields with large spatial scales and long
time scales, it is suspect in structures with small scale lengths or short
time scales.

1.2.2. The Force of the Field on the Plasma. The force exerted by the
electromagnetic field on an individual charged particle is given by the sum
of the electric force qE and the magnetic force qVxB. However, when these
forces are summed over some finite volume of plasma, the electric force
sums to zero since the plasma as a whole will be charge neutral, while the
total magnetic force per unit volume sums to jxB, where j is the electric
current density in the plasma. This force can also be written wholly in
terms of the magnetic field B, since j - curl B/po (neglecting the
displacement current in the Ampere-Maxwell equation). Use of a vector
identity then enkbles us to write the magnetic force per unit volume as the
sum of two terms as follows

JxB - (B . v)B/po - v(B 2 /2po) . (2)

The first term represents the effect of the tension in the magnetic field
and produces a force on the plasma like that which would be exerted by bent
rubber bands. The plasma motion under the action of this term is such as
to reduce the bending of the field. The second term is the magnetic
pressure term, and shows that the force per unit area exerted by the field
on the plasma is B2/2p 0 . The concepts of magnetic tension and magnetic
pressure will be used extensively in the discussion below.
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2. Formation of a Magnetospheric Cavity

In this section we will use the two concepts introduced above to discuss
the formation of a magnetospheric cavity in the solar wind surrounding a
magnetized planet, such as the Earth. This was the first quantitative
problem to be solved in solar-terrestrial physics, by Chapman and Ferraro
working at Imperial College in the early 1930s. However, at that time
these authors did not know that the solar wind is a continuous outflow, nor
did they know about the interplanetary magnetic field, so they considered
what would happen if a front of unmagnetized ionized gas should emerge from
the Sun and interact with the Earth, the latter previously residing in a
vacuum. This is the Chapman-Ferraro problem.

2.1. THE CHAPMAN-FERRARO PROBLEM

The solution of the Chapman-Ferraro problem is simple in principle, and is
illustrated in Fig. 2. If we assume that plasmas and magnetic fields are
perfectly frozen together as in the above discussion, then by the same
token the Earth's magnetic field will not be able to penetrate the

-------- . . . . . . . p --- - -- ------.. . . - - - - -

----------------

Solar Wind
"Front"

-------- 

------- 
% -----. -

----- 

----------------

~~~~~ . . . -p -.. . -I -.. . --.. . . .

---- j- - - --- -- -----

Fig. 2: Illustration of the behavior of the field and plasma in the
hypothetical "Chapman-Ferraro" problem, in which a "front" of unmagnetized
perfectly conducting plasma expands outwards from the Sun and interacts
with the Earth's magnetic field. The solid lines show the magnetic field
lines and the dashed lines the plasma streamlines. Initially the plasma
sweeps up the magnetic field and compresses it on the dayside, as shown on
the left of the figure. However, the increasing magnetic pressure
eventually brings the plasma to rest near the dayside equator, while away
from the equator the flow is deflected around the Earth, such that a
magnetospheric cavity is formed when the front is well downstream.
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expanding "front". Consequently, the field will be swept up by the plasma
and compressed on the dayside as shown on the left hand side of the figure.
An electric current will flow in the surface of the plasma (the
"Chapman-Ferraro" current) which will switch off the magnetic field in the
interior of the plasma (though mathematically the solution for the field
is most easily obtained using image dipole techniques). However, the field
compression clearly cannot continue indefinitely since an increasing
pressure will be exerted on the plasma "front", which will eventually bring
the plasma to rest at a stagnation point on the equator on the dayside of
the Earth. Elsewhere the flow will continue, but it will be deflected
around the planet by the magnetic pressure force, as shown on the right
hand side of the figure.

Clearly, when the plasma "front" is well downstream from the Earth,
the magnetic field will be confined to the interior of a cavity surrounding
the planet; this being the planetary magnetosphere. The scale size of the
cavity is determined by the condition for pressure balance at the
stagnation point; the field pressure on the magnetospheric side of the
boundary must balance the dynamic pressure of the solar wind on the cther.
A simple calculation shows that for the Earth the boundary (termed the
magnetopause) should lie at a geocentric distance of about 10 RE, and this
is indeed where it is observed. Within this simple picture the cavity will
also eventually close on the downstream side at a much greater distance,
due to the effect of the small but finite thermal pressure of the solar
wind. One final point is that due to the fact that the solar wind flow is
supersonic (with a Mach number typically between 5 and 10), a stand-off
shock will form ahead of the magnetospheric obstacle, across which the flow
will be slowed, compressed and heated. The region of turbulent plasma
which lies downstream from the shock is called the magnetosheath.

2.2. GENERALIZATIONS

The simple picture of an unmagnetized solar wind interacting with a vacuum
planetary dipole field may readily be extended to include field and plasma
from both sources, as illustrated in Fig. 3. Here we now include an
interplanetary magnetic field which is convected outwards from the Sun,
frozen into the solar wind, and which is compressed in the slowed flows of
the dayside magnetosheath and draped over the magnetospheric cavity. We
also include an interior source of planetary plasma (e.g., from the
planet's ionosphere), which in the absence of other effects will corotate
at the planetary rotation period, as enforced by atmospheric drag on the
ions in the lower collisional part of the ionosphere. The key point,
however, is that if we assume that the plasmas and fields are perfectly
"frozen" together, then there will always be a strict division between the
plasmas and fields of solar and planetary origin. In general, space will
be broken up into cells containing the plasma and field from the different
sources, the location of the boundaries between them being determined by
pressure balance. These boundaries will also constitute current sheets,
since the magnetic field will in general change abruptly across them, both
in magnitude and direction.
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Fig. 3: Sketch of the magnetosphere system expected on the basis of the
"frozen-in" flow approximation, in the noon-midnight meridian plane. The
arrowed solid lines indicate magnetic field lines, the arrowed dashed lines
the plasma streamlines, and the heavy long-dashed lines the principal
boundaries (bow shock and magnetopause). The magnetopause represents
perfect boundary between planetary field and plasma (originating from the
planetary ionosphere), and the solar wind and interplanetary magnetic
field. Inside the magnetospheric cavity the plasma circulates with the
planetary rotation period. Outside, a bow shock lies upstream of the
magnetopause, across which the plasma is slowed, compressed and heated.
The turbulent plasma from the shock is termed the magnetosheath downstream
[Ref. 1].

3. Reconnection and the "Open" Magnetosphere

The picture derived above does give an appropriate initial view of the way
in which magnetospheres are formed in the solar wind around magnetized
planets. However, it is by no means the full story. We derived this
picture on the basis of the perfect freezing together of field and plasma,
and we pointed out in Section 1 that this would be valid provided that the
scale length of the field is large (compared with the typical particle
gyroradii). However, application of this approximation to the solar
wind-planetary field problem has automatically produced a system which
includes a small scale length, namely the magnetopause current sheet which



154 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

separates the two regimes. While the frozen-in approximation will therefore
be appropriate over very nearly the whole volume of the magnetosphere and
its solar wind environs, it is liable to break down in one crucial region;
namely, the magnetosphere-magnetosheath interface where the primary
coupling between the planetary and solar plasmas takes place. This turns
out to have consequences which are crucial to the physics of the Earth's
magnetosphere, as we will now go on to discuss.

3.1. MAGNETIC RECONNECTION

When there exits a large magnetic shear across the magnetopause current
sheet (i.e., when the magnetosheath field differs substantially in
direction from the northward-pointing field on the terrestrial side of the
boundary), breakdown of frozen-in flow leads to the effects shown in
Fig. 4. The magnetic fields on either side of the boundary may diffuse
relative to the plasma into the current sheet from either side, thus
forming an x-type magnetic field geometry leading to the production of
magnetic field lines which connect across the boundary between the two
plasma regimes. This process is called magnetic reconnection, since we may
picture the initial field lines as having been broken and "re-connected"
across the boundary. The magnetic tension effect will then cause the
current sheet plasma and the reconnected field lines to contract along the
current sheet away from the site of reconnection, as illustrated in the
figure, thus allowing further field lines from the initial populations to
diffuse into the sheet and become reconnected.

The theory of magnetic reconnection was pioneered by Dungey in the
early 1950s, and applied by him to the solar wind-magnetosphere coupling
problem in the early 1960s. The initial effect of this process is to form
"open" magnetospheric field lines which thread across thbe magnetopause
boundary, and which are connected into the solar wind at one end and to the
Earth's polar regions at the other. The consequences of this are
three-fold. First, and most important, the existence of these open tubes
allows an efficient transfer of solar wind momentum into the magnetosphere
as these open field lines are transported downstream by the solar wind
flow. Second, the open tubes also form a direct magnetic pathway for the
transfer of plasma particles across the boundary between the magnetosphere
and the solar wind. Third, as the reconnected field lines contract along
the boundary away from the site of reconnection, the plasma on these tubes
is accelerated and heated. In the sections belowwp will discuss each of
these three key effects, starting in the' next section with the convective
flow which is generated inside the magnetosphere.

3.2. CONVECTIVE FLOW IN DUNGEY'S "OPEN" MAGNETOSPHERE

The geometry of the magnetic field and the associated flow of the
plasma which occurs in a steady-state version of the "open" magnetosphere
is shown in Fig. 5. Here magnetic reconnection at the dayside magnetopause
produces open field lines connected to the Earth's polar regions which are
carried antisunwards by the solar wind flow, and stretched out on the
nightside into a long magnetic tail. As they are carried antisunwards, the
near-Earth portions of these open tubes sink towards the center of the
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Fig. 4: Sketch showing the effect of magnetic reconnection at the
magnetopause current sheet (hatched region), where the current density j
points out of the plane of the diagram (circled dots). The arrowed solid
lines show the magnetic field lines, while the large arrows show the
direction of plasma motion. Field lines diffuse into the current layer
from both sides and reconnect, producing "open" field lines which thread
through the boundary from the magnetosheath to the magnetosphere. The
magnetic tension of the field lines results in rapid field and plasma flow
along the current sheet away from the site of reconnection [Ref. 1).

tail, and then reconnect again at a x-type field configuration on the
nightside. In the region tailward of the tail-reconnection region the
"disconnected" flux tubes flow back out into the solar wind, while
Earthward of the reconnection region the newly closed field lines flow back
towards the dayside magnetopause, where the cycle repeats. The
reconnection process thus results in a large-scale cyclical flow being
driven in the magnetosphere, with open tubes moving antisunwards over the
Earth's poles, and closed tubes moving sunwards again through the central
magnetosphere. Overall the flow cycle time is 6-12 hours, of which a given
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4-4------- ------

Fig. 5: Sketch of Dungey's "open" magnetosphere in the noon-midnight
meridian plane, where arrowed solid lines indicate magnetic field lines,
arrowed short-dashed lines the principal plasma flows, and the long-dashed
heavy' line the magnetopause. The circled dots marked E indicate the
electric field associated with the flow, pointing out of the plane of the
diagram [Ref. 1].

field line is open and being stretched out downtail for 2-4 hours, and
closed and flowing back to the dayside for 4-8 hours. The former interval
allows us to make a simple estimate of the length of the magnetic tail, as
the product of the solar wind speed times the time for which a field line
remains open. This estimate gives a valve of around, 1000 RE, as originally
obtained by Dungey, much greater than the distance to the dayside
magnetopause (about 10 RE). However, a "tail" of distended disconnected
flux tubes will persist to much greater distances.

Four additional points are in order. The first is that not all of
the flux tubes in the magnetosphere take part in the solar wind-driven
convection cycle. Specifically, a "core" of flux tubes extending in the
equatorial plane typically to about 4 RE instead approximately corotate
with the Earth. The flux tubes taking part in the convection cycle flow
around outside this central "core" from the nightside to the dayside. The
central region therefore has different plasma characteristics to the
remainder of the magnetosphere (it corresponds to the plasmasphere, as will
be discussed later), and has to be treated separately. It may be noted
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that while this corotation region corresponds only to a small volume of the
magnetosphere, it actually corresponds to a majority of the Earth's
surface, up to a magnetic latitude of about 60".

The second point is that the solar wind-driven flow system is not
steady, but varies on few-minutes to few-tens-of-minutes time scales. The
flow is excited whenever closed magnetic flux is reconnected at the dayside
magnetopause and transferred to the tail, and correspondingly when open
flux in the tail is reconnected and transferred back to the dayside; these
two processes acting only in a loosely coupled fashion. The first of these
processes, the dayside reconnection rate, depends principally on the
direction of the interplanetary magnetic field (IMF). When the IMF points
to the south, opposite to the direction of the Earth's equatorial field (as
shown in Fig. 4), equatorial reconnection is rapid and drives a large flow.
However, when the IMF points north, equatorial reconnection at the dayside
magnetopause is weak or absent, and the flow driven from this source decays
to small values. The flow within the system thus depends significantly on
the north-south component of the IMF. Flow is also driven by nightside
reconnection, and this is also variable, occurring in bursts lasting a few
tens of minutes corresponding to intervals of geomagnetic and auroral
disturbance (substorms), as will be discussed further below. However, the
precise conditions under which rapid tail reconnection is triggered remains
the subject of study and debate.

The third point is to remind the reader that the magnetospheric flows
are also associated with a magnetospheric system of electric fields, given
by E - -VxB. In the noon-midnight meridian cross-section shown in Fig. 5
this electric field points everywhere out of the plane of the diagram as
shown, though of course it is not everywhere of equal strength (the
steady-state magnetic field lines are electric equipotentials, so the
steady-state electric field is stronger near the Earth where the field
lines converge). In the outer magnetosphere the electric field is
typically a few tenths of a mV m-1 , corresponding to a cross-magnetosphere
voltage of several tens of kV. The magnetospheric voltage also relates
directly to the rate of transfer of magnetic flux from the dayside to the
tail and back again. From Faraday's law a cross-magnetosphere e.m.f. of
1 volt is equivalent to a flux transfer rate to 1 Wb s-1.

The fourth point is that solar wind momentum may also be communicated
to the magnetosphere by processes other than reconnection, thus also
exciting large-scale cyclical flow. In particular, solar wind particles
flowing adjacent to the magnetopause may be scattered across the boundary,
e.g. by plasma waves, carrying their antisunward-directed momentum with
them, thereby setting closed magnetospheric flux tubes into motion towards
the tail. Eventually these flux tubes must flow back towards the dayside
again through the central magnetosphere, thus completing the flow cycle.
It is important to emphasize that such a cycle of closed flux tube flow can
co-exist with similar flows excited by reconnection on a continuous basis;
they are by no means mutually exclusive. The main question then concerns
the relative importance of these flows as quantified by the flux transfer
rates involved, or equivalently by their contributions to the
cross-magnetosphere voltage. Observations in the magnetosphere and
ionosphere have shown that the voltage associated with the "viscous"
process is typically about 10 kV, while that associated with reconnection
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is variable between essentially zero and 200 kV (with typical values
between 50 and 100 kV), depending upon the direction of the IMF and the
state of magnetospheric disturbance. Thus "viscosity" may play a
significant role during quiet periods and when the IMF points north, but

in general reconnection plays the dominant role. It is for this reason
that we focus mainly on the reconnection cycle in this exposition.

3.3. ENERGY EXCHANGES BETWEEN FIELD AND PLASMA

The structure and properties of magnetospheric plasmas depends upon three
main factors. The first is the nature of the plasma sources and sinks.
The second is the nature of the motions which transport the plasma from the
sources to the sinks. The third is the energy exchanges between the plasma
and the field which take place during that transport. In the Earth's
magnetosphere the principal plasma sources and sinks are the solar wind and
the ionosphere, and the main transport process is the time-dependent cyclic

convection which we discussed in the last section. In this section we now
address the third major issue concerning plasma-field energy exchanges.

A simple way to approach this problem arises from noting that the
energy input from the field to the plasma per unit volume per unit time is
given simply by (j.E). In a steady state conservation of energy
(Poynting's theorem) is then expressed as

div S + J . E - 0, (3)

where S - ExB/p 0 is Poynting's vector which describes the energy flux
(energy per area per time) in the electromagnetic field. Thus where J.E
is positive, the plasma gains energy from the field and such a region is
a sink of S (div S negative), while where J.E is negative the plasma loses
energy to the field and such a region is a source of S. Now we pointed out
above in our discussion of Fig. 5 that the electric field points everywhere
out of the plane of that diagram (from dawn to dusk across the
magnetosphere), so to discuss energy exchanges we need only to consider the
sense of the electric current. This is shown in a similar cross-sectional
view in Fig. 6, where the dashed lines show the Poynting vector flow and
the circled symbols the flow of the current as indicated by curl B.
Circled dots indicate regions of current flow out of the plane of the
diagram, parallel to E, which are consequently regions where energy flows
from the field to the plasma. Conversely, circled crosses indicate regions
of current flow into the plane of the diagram, antiparallel to E, which are
consequently regions where energy flows from the plasma to the field.

It can be seen from Fig. 6 that current flows out of the plane of the
diagram both in the dayside magnetopause (Chapman-Ferraro) current sheet
and in the center plane of the tail, so that plasma is energized in these
regions. These are the current sheets where reconnection is taking place
and where the plasma is consequently being heated and accelerated by the

field tension away from the x-type regions. Examinations of the sense of
the field tension effect on the plasma gives an equivalent alternative way
of discussing its acceleration and energization. However, current flows
into the plane of the diagram over the tail lobe magnetopause, so that this
is a region where the plasma loses energy to the field. The field tension
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Fig 6: Sketch of the open magnetosphere in the noon-midnigt meridian
plane showing the principal field-perpendicular currents and the flow of
electromagnetic energy. The solid lines show magnetic field lines, the
arrowed short-dashed lines the flow of electromagnetic energy (the Poynting
flux S), and the unlabelled circled symbols the direction of the field-

transverse current flow. The circled dots indicate current flow out of the
plane of the diagram, and the circled crosses current flow in [Ref. 2].

effect opposes the tailward flow of the magnetosheath plasma in this region
as the open tubes are convected downstream. The energy extracted from the
magnetosheath plasma flows into the tail lobes a Poynting flux, and is then
fed into the plasma in the center of the tail. This is the dominantly
important energy exchange process which powers convection-dominated
magnetospheres such as the Earth's. The acceleration and heating which
takes place at the dayside magnetopause is of secondary significance.
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4. Structure of Nagnetospheric Plasma Populations

Having discussed plasma sources, transport and energy exchanges we are now
in a position to go on to look at the structure of the magnetospheric
plasma populations to which these processes give rise. We will approach
this topic by first considering the behavior of individual ions in the flow

before generalizing to the plasma as a whole. We also assume that to a
first approximation the plasma electrons simply follow the ion behavior
such as to maintain charge neutrality.

4.1. SOLAR WIND SOURCE

The shocked solar wind (magnetosheath) plasma adjacent to the magnetopause
consists of protons (and a few percent alpha particles) with energies of
a few 100 eV, together with electrons of energy - 100 eV, flowing round the
magnetopause with speeds of a few 100 km s-1. In this section we will
consider the plasma populations to which this source gives rise, beginning
with a discussion of the motion of individual ions starting in the

magnetosheath.

4.1.1. Two Proton Trajectories. In Fig. 7a we sketch the trajectories of
two representative solar wind protons which impinge on the magnetopause,
one on the dayside (proton A in the figure), the other further downtail
(proton B). Proton A starts at point 1 on the sketch in the dayside
magnetosheath adjacent to the magnetopause, and convects with the flow into
the magnetopause current sheet. There it will be accelerated by the field
tension effect away from the site of reconnection (assumed to be
near-equatorial) to energies of about 1 keV, and will either be reflected
off the current sheet back out into the magnetosheath, or will be
transmitted across it to subsequently move along the newly opened field
lines down towards the Earth (we assume the latter here for sake of
argument, as shown by point 2 on the trajectory). At point 3 in the sketch
the particle is mirrored in the high field strength region near the Earth
and moves back up the field lines again, but it does not move back to the
dayside magnetopause due to the continual tailward motion of the open flux
tubes during its time of flight to the Earth and back (the ExB drift of the
field lines is indicated by the short arrows in the sketch). Instead the
proton moves back out towards the tail lobe magnetopause. Whether it
reaches it or not depends on the field-aligned speed of the particle
compared with the tailward speed with which the open flux tubes are being
stretched down-tail by the magnetosheath flow. If the field-aligned speed
of the proton is greater than the magnetosheath speed then the particle
will "catch up" with the "end" of the field line at the tail magnetopause,
and will move back out into the magnetosheath. Conversely, if its
field-aligned speed is less than that of the magnetosheath (as assumed here
for sake of argument), then it will remain within the tail and will instead
convect with the field line towards the tail center plane (point 4); the
distance down-tail where the particle reaches the central current sheet is
given simply by (Vp/Vsw) x LT, where Vp is the field-aligned speed of the
ion, Vs the speed of the solar wind (essentially equal to the
magnetosheath speed well downstream from the Earth), and LT the length of
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the tail estimated above using Dungey's argument (- 1000 RE). Thus ions
with smaller down-tail speeds convect into the central current sheet closer
to Earth than those with higher speeds, since the higher the speed, the
further the ions travel down the tail in the time that the field lines
remain open. What then happens to the particle in the central current
sheet depends on the location of the x-type reconnection region in the
tail, and whether the particle reaches the current sheet Earthward of this
region, or tailward of it. Present evidence indicates that in the central
tail and under normal conditions this region lies typically - 100 RE from
Earth, so that only ions with relatively low field-aligned speeds reach the
current sheet Earthward of this location. We thus assume (again for sake
of argument) that our ion reaches the current sheet tailward of the
reconnection region. There it will be accelerated by the tension in the
field away from the Earth, and will move back out into the solar wind along
the "disconnected" field lines at speeds typically between 500 and
1000 km s-1 (point 5 on the trajectory).

Proton B starts from a point which has a somewhat greater
magnetospheric "impact parameter" than proton A (point i) and instead
impinges on the tail lobe magnetopause. We again assume that the ion is
transmitted across the current layer into the magnetosphere, now losing a
small amount of energy in the process (probably only a few tens of eV) due
to the retarding action of the field line tension. We assume that it will
then have a somewhat smaller down-tail speed than proton A, consequently
convecting into the central tail current sheet closer to the Earth than the
latter (point 2). We also assume for sake of argument that it convects
into the region lying Earthward of the tail reconnection region, so that
instead of being accelerated tailward by the field tension and being lost
to the solar wind as before, it is instead accelerated Earthwards by the
field into the region of closed field lines (point 3). Typical
post-acceleration energies are a few keV, corresponding to Earthward flows
along the closed field lines of several hundred km s-1. Subsequently,
however, the particle will mirror near the Earth and return to the current
sheet, but at a point well Earthward of its initial position due to the
Earthward contraction of the closed field lines during the ion's time of
flight. There it will be further accelerated (but to a lesser extent than
before), followed by a second mirroring on the opposite side of the current
sheet and a second return to the center plane etc. (point 4). The particle
thus becomes trapped on the closed flux tubes and convects in towards the
Earth bouncing between mirror points. Subsequent accelerations after the
first can be approximately described in terms of conservation of the bounce
("second") adiabatic invariant (the integral along the field between the
mirror points of the field-parallel velocity). The particles may be lost
during transport to the dayside by precipitation into the ionosphere
resulting from wave-particle scattering, or by charge-exchange with the
Earth's atomic hydrogen geocorona (of which, more later). If neither
occurs, then the particle will be lost to the magnetosheath once the field
line on which it is moving becomes open as a result of reconnection at the
magnetopause.

4.1.2. Boundary Layers, Dayside Cusp and Mantle. We now generalize our
discussion of the two solar wind ions to consider the related plasma
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populations. In this section we consider the populations of relatively
unprocessed magnetosheath plasma which are observed flowing in the
anti-sunward direction in the outer parts of the magnetosphere. We discuss
separately below the accelerated populations which arise from the current
sheet interaction in the tail center plane.

In Fig. 7b we sketch the three connected populations involved. First
we have the boundary layer of modestly accelerated magnetosheath plasma
which lies on open field lines adjacent to the dayside magnetopause. This
layer has a typical thickness of a few 1000 km, with densities similar to
magnetosheath values (of order 10 cm- 3 ), but somewhat higher temperatures
and bulk speeds. In addition to the layer formed by reconnection, boundary
layers of magnetosheath particles which have entered by other "viscous"
processes are also observed, as mentioned above. These boundary layers
tend to be somewhat broader, have a somewhat lower density, higher
temperature, and a bulk speed which is less than that of the adjacent
magnetosheath plasma. These boundary layer populations flow down the field
lines to the Earth to form the dayside cusp plasma, and while the majority
of the particles mirror and flow out again, a small fraction precipitates
into the dayside ionosphere forming the most important component of the
dayside auroral zone. The particles on open boundary layer flux tubes then
flow up into the outer tail lobe, forming the plasma mantle population
adjacent to the tail magnetopause surface. This population is augmented
by additional entry across the magnetopause surface into the tail lobe.
In the near-Earth tail this "mantle" layer is typically a few RE thick,
compared with a total tail radius of about 20 RE, but increases in width
further away from the Earth due to convection of the lobe field lines
towards the tail center plane. Since ions with the smallest down-tail
speed arrive at the center plane closest to Earth, a velocity gradient
exists across the mantle, with the slowest (field-aligned) particles being
found in its inner regions, and with the velocity (and density) increasing
towards magnetosheath values as the magnetopause is approached.

4.1.3. Plasma Sheet and Ring Current. We now consider what happens when
the lobe plasma convects into the tail center plane and is accelerated.
Although we are considering the solar wind source explicitly here, we note
that similar arguments also apply to any ionospheric plasma which flows
into the current sheet on the nightside, as we will discuss further below.
Ions from either source will be accelerated in the current sheet away from
the reconnection region to speeds of 500 to 1000 km s-1, corresponding to
energies of several keV (it is found that the electrons are accelerated in
this region from a few tens of eV in the lobe to a few hundred eV in the
central region, probably by a wave-particle process). As indicated in Fig.
7c this accelerated plasma is termed the plasma sheet, irrespective of the
side of the reconnection region on which it is located. Tailward of the
reconnection region the plasma sheet forms a jet several thousand km wide
in which the plasma and field lines flow unrestrained back into the solar
wind. A similar jet of Earthward-flowing plasma also forms Earthward of
the reconnection region, but is terminated in the near-Earth region of
closed field lines by the return flux of particles mirrored from the Earth.
In this near-Earth region the Earthward jet is then confined to the outer
surface layer of the plasma sheet (called the plasma sheet boundary layer),
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while in the central plasma sheet, where mirrored particles are present,
the plasma is observed to have become thermalized.

In the action of their being accelerated in the tail current sheet,
the plasma sheet particles automatically produce just the correct electric
current which is required to flow between the two lobes of the magnetic
tail (note that an acceleration requires a cross-system displacement of the
ions in the direction of the electric field, and of the electrons in the
opposite direction, such as will produce a current in the appropriate
direction). In the magnetotail proper this current closes around the lobe
magnetopause to produce an overall current flow which has the shape of the
greek letter "theta" when viewed along the tail axis. However, as the
plasma sheet plasma convects with the field lines towards and around the
Earth in the quasi-dipolar region of the magnetosphere, and onwards to the
dayside magnetopause, it continues to carry a current due to the grad B and
curvature drifts of the particles, which now closes westward around the
Earth. The hot plasma in the quasi-dipolar region is consequently termed
the ring current, and the energy of the plasma which it contains can be
monitored by measurement of the magnetic perturbation produced on the
ground. Of course, in a steady state this plasma cannot enter the
"corotating core" in the inner magnetosphere, as indicted in Fig. 7c.
Finally, this figure also shows that the ring current plasma which does not
precipitate into the atmosphere during the flow from the tail to the
dayside eventually is lost across the boundary, forming a layer of
energetic particles outside the magnetopause which flows downstream with
the magnetosheath. The particles which do move into the atmosphere,
together with those from the dayside cusp, form an annular band of
precipitation circling each pole which corresponds to the auroral zone.

4.2. IONOSPHERIC SOURCE

Initially we expect the ionosphere to form a low-energy source of light
ions for the magnetosphere, consisting mainly of protons flowing out with
speeds of a few tens of km s-1 (corresponding to an energy of a few eV).
This picture may generally be appropriate both at low latitudes in the
corotating region, and at high latitudes in the polar cap. However, in the
auroral zone in between additional processes occur to complicate the
picture. First, ionospheric ions are heated transverse to the magnetic
field by ion cyclotron waves in the topside ionosphere, producing "pancake"
distributions in velocity space. The mirror effect acting on these ions
then accelerates them out of the ionosphere where their distribution folds
along the field to produce velocity space "conics" above the acceleration
region. This process accelerates not only protons but also heavier ions,
principally singly charged oxygen, with smaller amounts of singly-charged
helium and sometimes singly charged nitrogen and nitric oxide, etc. The
energy of these particles is typically of order 10 to 100 eV, corresponding
to protons with speeds around 100 km s-1 and oxygen ions with speeds of a
few tens of km s-1. The dayside cusp ionosphere has been found to be a
particularly intense source of these ions (fluxes around 109 cm-1 s- 1 ), such
that this region has been termed the "cusp ion fountain" (typical fluxes
at ionospheric heights are about a factor of ten less). Second, it has
been found that upward-flowing beams of field-aligned ionospheric ions
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(protons and oxygen) are formed above discrete auroral regions, possibly
by the action of field-aligned electric fields. The ion energies in this
case are somewhat higher, of order a few keV, corresponding to protons with
speeds of several hundred km s-1 and oxygen with speeds of - 100 km s-1 .
Broadly speaking, therefore, in the region of open field lines the
ionosphere represents a source of protons (the "polar wind") and 0+ ions
(mainly from the cusp ion fountain) which flow out at speeds of a few tens
of km s- 1 . The auroral zone on closed field lines at lower latitudes th2n
represents a spatially structured source of protons and 0+ over a range of
energies from a few tens of eV to a few keV, corresponding tý outflow
speeds of a few hundred km s-1 for protons and several tens of km s-1 for
oxygen. In the next section we consider the trajectories of typical ions
in this outflow.

4.2.1. Ionospheric Ion Trajectories. Trajectory A in Fig. 8a shows the
path of a low-speed (few tens of km s-1) ion flowing out of the open field
line region of the ionosphere (corresponding to a "polar wind" proton or
a "cusp ion fountain" 0'). The ion flows out into the open tail lobe, but
due to its low field-aligned speed it does not reach far down the tail in
the time that the field line on which it is moving remains open. Typically
these ions will therefore move into the tail current sheet within a few
tens of RE of Earth. On reaching the current sheet the ions will be
accelerated by the field tension to speeds of several tens to several
hundreds of km s-1 as for solar wind ions, forming a component of the
plasma sneet.

Trajectory B similarly shows the motion of a low-speed ion which
flows out into the quasi-dipolar closed field line region, on the dayside.
This ion will remain of low speed, bouncing slowly between mirror points,
as it convects with the field lines towards the dayside magnetopause
current sheet. When the field line reconnects the behavior of the ion
depends on which portion of the field line the particle is located at that
time. If the particle is located on the portion of the field line lying
between the Earth and that adjacent tý the magnetopause it will remain of
low energy and flow outward into the tail lobe, subsequently behaving like
trajectory A. If, however, it is located in that portion of the field line
lying adjacent to the magnetopause, as shown, then it will be accelerated
in the current sheet to speeds of a few hundred km s-1 (about I keV for
protons, 10 keV for 0+), subsequently moving either into the magnetosheath
or, as shown, down the cusp and into the plasma mantle (depending on the
field-aligned ion speed).

Finally, trajectory C shows the motion of a higher-speed (few hundred
km s-1) proton moving out into the closed field line region from the
nightside auroral zone. Such particles are directly injected into the
plasma sheet and subsequently convect back to the Earth with the flow,
being further accelerated as they do so. Eventually these particles are
lost either by precipitation back into the atmosphere, by charge-exchange
with the geocorona, or by outflow at the magnetopause.

4.2.2. Ionospheric Plasma Populations. In Figs. 8b and 8c we show the

ionospheric plasma populations to which the above behavior gives rise,
divided, roughly, into low-speed populations (tens of km s-1), and
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Fig. 8: (a) Trajectories of three typical ionospheric ions which flow out

from different regions with different speeds. Ion A is a low-speed ion
(few tens of km s-1) which flows out from the open field line region and

is then accelerated in the tail. Ion B has a similar initial speed, but

flows out of the closed field line region on the dayside and is subse-

quently accelerated in the dayside magnetopause (and tail current sheet

further down the system). Ion C is a high-speed proton (few hundred

km s-1 ) which flows out from the nightside auroral zone. (b) Populations
of low-speed (few tens of km s-) ionospheric ions in the magnetosphere.

(c) Populations of high-speed (few hundred km s-) ionospheric ions in the

magnetosphere and environs, formed by direct injection from the auroral

zone, and by acceleration in the tail and dayside magnetopause current

sheets.
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high-speed populations (hundreds of km s-1) respectively, of both protons
and 0". The low-speed plasma will generally be found throughout the
near-Earth region, forming field-aligned low-density tailward-flowing
streams in the tail lobes extending to a few tens of RE, and a low-energy
component in the plasma sheet and ring current. In the figure we assume
for definiteness that the outer limit of these flows lies within the region
of closed plasma sheet field lines, Earthward of the tail reconnection
region. The high-speed component is formed from ions accelerated near the
Earth and directly injected into the plasma sheet and ring current, as well
as from initially low-speed plasma which has been accelerated in the tail
current sheet and dayside magnetopause. As shown in Fig. 8c these ions
will populate the plasma sheet, ring current, boundary layer, dayside cusp
and plasma mantle, as well as escaping into the magnetosheath. Overall,
it is estimated that the relative contributions of the ionosphere and solar
wind to the hot plasma regimes (plasma sheet and ring current) are

approximately equal.
Finally, we consider the central "core" of flux tubes which corotates

with the Earth. Here the ionosphere again forms a source of low energy
(few eV) light ions (mainly protons), and in a steady state this region is
filled to equilibrium levels (hundreds to thousands cm- 3 ) with such cold
plasma. This region is therefore termed the plasmasphere, as indicated in
Fig. 8b. The plasma density falls to much lower values (few cm- 3 ) outside
this region, in the ring current and inner plasma sheet, because of the
heating and loss of plasma which takes place on these flux tubes during the
solar wind-driven convection cycle. Thus as we move across the boundary
(the plasmapause) from the plasmasphere into the ring current, the density
abruptly decreases while the average energy of the plasma abruptly
increases.

4.3. SUMMARY

The overall structure of magnetospheric plasma populations may finally be
appreciated by mentally superposing the various components shown in Fig.
7 and 8. The final picture is complex; plasma from solar wind and

ionospheric sources form spatially structured convecting populations of
protons and oxygen spanning a range of energies from a few eV (in the

plasmasphere) to over 100 keV (in the inner ring current). However, from
the approach adopted above we are able to see that the overall complexity
is built from the superposition of a number of simpler components whose
basic properties can be understood in quite simple terms.

5. Magnetospheric Dynamics

Much of the discussion in the above sections was based on the assumption
that the convective flow driven by the solar wind in the magnetosphere is
of a steady nature, as was necessary for simplicity of argument. In
section 3.2 we already pointed out, however, that this is not the case.
Flow in the magnetosphere is driven firstly by coupling processes at the
magnetopause which transfer flux from the dayside to the tail, and secondly
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by tail processes which result in its return. These two sets of processes
act only in a loosely coupled fashion, and both are time-dependent.

5.1. DAYSIDE RECONNECTION

The rate of dayside reconnection depends principally on the direction of
the interplanetary magnetic field (IMF). The most important component in
this regard is the north-south (z) component, though the east-west (y)
component may also play a weaker role. (Here the x axis points from the
Earth to the Sun, the x-z plane contains the Earth's magnetic dipole
vector, and y completes the right-handed set.) On average "equatorial"
reconnection is strong when the IMF is strong and southward-pointing and
weak when it points north, and there is a corresponding modulation of
magnetospheric flows as flux is transferred from the dayside to the tail.
However, even when the IMF is steady the reconnection at the dayside
magnetopause often appears to take place in a series of pulses lasting for
-2 minutes and separated by -8 minutes. These pulses are known as "flux
transfer events", and they must give rise to corresponding pulses in the
boundary layers, dayside cusp and mantle, as well as in the corresponding
dayside flows. The origin of these reconnection pulses is the subject of
active research at the present time.

Two additional effects associated with the orientation of the IMF
should be mentioned. The first is that when a y-component of the
interplanetary field is present, there is an associated east-west magnetic
tension in the open flux tubes which results in an asymmetric addition of
the open tubes to the tail lobes. For example, when the y-component is
positive, open tubes in the northern hemisphere are pulled towards dawn
while open tubes in the southern hemisphere are pulled towards dusk, and
vice versa when the y-component is negative. There is a corresponding set
of dawn-dusk flow and plasma asymmetries in the dayside cusp, polar cap and
mantle plasma, as well as knock-on effects in the region of closed field
lines.

The second effect is that although equatorial reconnection may cease
when the IMF points north, large magnetic shears will then exist across
tail magnetopause, poleward of the cusp, between the draped northward IMF
and the previously opened flux tubes of the tail lobes. The ensuing
reconnection between these fields does not alter the amount of open flux
in the system, but "stirs" the open flux into circulatory motion by
transferiing flux from one side of the tail lobe to the other.

5.2. NIGHTSIDE RECONNECTION

The processes and conditions which control the rate of nightside
reconnection remains one of the great unknowns in magnetosphere physics.
Nevertheless, the fact that the amount of open flux in the tail generally
varies only between rather narrow limits (between -4 and -12xlO 8 Wlb)
indicates that the nightside reconnection rate must follow that at the
dayside, at least in an average sense.

Let us then consider what happens when the dayside reconnection rate
is augmented following a sustained southward turn of the IMF. New open
flux is created at the dayside and transferred to the tail, but the tail
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reconnection rate clearly cannot respond immediately since the information
that the change has occurred is communicated at a finite speed. For
example, if the tail reconnection region lies at 100 RE down-tail, the
information about the new open flux will not arrive for at least 30
minutes, this being the time taken by the new open tubes to reach this
location at usual solar wind speeds of -400 km s-1. During this interval,
therefore, the amount of open flux in the system will grow, and the tail
will expand. The dayside magnetopause is correspondingly "eroded" inwards.

The evidence is, however, that before the pre-existing tail
reconnection region can adjust to accommodate to the change in the dayside
reconnection rate, the near-Earth tail becomes unstable with the
consequences shown in Fig. 9. During the above "growth phase" the plasma
sheet is observed to thin near the Earth, and a new x-type reconnection
region forms within it, as shown in the upper sketch in the figure.
Reconnection in this region is sufficiently rapid that after a few minutes
the old plasma sheet becomes disconnected from the Earth, forming a
closed-loop "plasmoid" which travels tailwards out to the magnetosphere
at speeds of -500 to 1000 km s-1 (lower two panels). Continued rapid
near-Earth reconnection over the next -30 minutes then closes some fraction
of the open flux in the lobes, resulting in a reduction in the tail field
and an "injection" of plasma and closed flux into the ring current. In the
nightside ionosphere the region of bright aurora moves poleward (the
"expansion phase") as open flux is closed, with the production of hot
plasma. After about 30 minutes the tail reconnection rate generally
slackens, and the reconnection region moves out into the distant tail so
that initial conditions are restored, this corresponding to the "recovery
phase". Overall, the above sequence of events is termed a "magnetospheric
substorm", and typically several may occur in the course of one day. A
full-blown "magnetic storm" occurs when a sequence of substorms takes place
(due to interplanetary conditions) with sufficient rapidity and over a
sufficiently long period (several hours) that the magnetosphere is highly
disturbed with the ring current built up to very large energies.

6. Magnetosphere-Ionosphere Coupling

In section 4 we considered one aspect of magnetosphere-ionosphere coupling;
namely, the fact that the ionosphere forms a spatially structured source
of proton and heavy-ion (mainly oxygen) plasma for the magnetosphere, at
energies between I eV and -1 keV. In this section we will examine the
background to these effects, concentrating on the impact which the
magnetosphere has on the ionosphere. This is basically of two kinds. The
first is that the solar wind-driven convection is communicated to the
ionosphere and drives a twin-vortex pattern of flows at high latitudes (in
the auroral zone and polar cap), which is superimposed upon corotation.
This flow is important in transporting ionospheric ionization e.g. between
the dayside and nightside ionospheres. However, the flow is opposed by
ion-neutral collisions in the lower ionosphere, principally at altitudes
between -100 and 200 km, which leads both to the frictional heating of the
gas and to the excitation of neut'ral (thermospheric) winds. The
ion-neutral drag is also communicated to the magnetosphere and solar wind
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Fig 9: Diagrams showing the instability which occurs in the geomagnetic
tail during a magnetospheric substorm. A new x-type field region forms in
the near-Earth plasma sheet (upper panel), followed by plasmoid (PM)
formation and down-tail propagation (middle and lower panels). Solid lines
are magnetic field lines, the outer dashed line the magnetopause, and the
hatched region the plasma sheet. Arrows indicate the direction of plasma
flow. "PSBL" indicates the plasma sheet boundary layer containing
energetic ions and electrons, and "PPPS" the "post-plasmoid" plasma sheet.
(From Richardson et al., J. Geophys. Res., 94, 15189-15520, 1989].
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via a large-scale current system. Secondly, as we have already noted, the
structured magnetospheric plasma precipitates into the atmosphere, forming
another source of energy input, causing the atmosphere to glow (i.e.,
producing the aurora), creating ionization, and consequently also modifying
the ionospheric conductivity. The ionization is mainly produced in the
lower ionosphere by precipitating electrons with energies between a few
hundred eV and a few keV, at the expense of about 30 eV of energy per
ion-electron pair produced. In this section we will discuss these effects
in more detail, starting, however, with a brief discussion of the structure
of the Earth's atmosphere and quiet-time ionosphere.

6.1. EARTH'S ATMOSPHERE AND IONOSPHERE

In Fig. 10 we show typical altitude profiles of the density of the
principal constituents of the neutral atmosphere and of the ionosphere, as
well as the variation of the temperatures of these constituents, from the
Earth's surface up to 1000 km. At the Earth's surface the atmosphere is
composed of -78% molecular nitrogen (N2 ), -21% molecular oxygen (02),

together with -1% of other gases such as the inert noble gases, water
vapor, etc. The temperature at the surface is -300 K. As we move upwards
through the atmosphere the temperature lies between -200 and -300 K, the
variations of which delineate the several regions of the lower, middle, and
upper atmosphere (the troposphere between 0 and 15 km (10 km near the
poles) which is heated from the ground and where the temperature falls with
height, the stratosphere between 15 and 50 km where the temperature rises
due to the absorption of solar near-UV radiation, the mesosphere from 50
to 85 km where the temperature again falls, and the thermosphere above 85
km where the temperature again rises). For our purposes, however, we can
regard the atmospheric temperature as being roughly constant with height
up to -100 km. It is also found that the atmospheric composition remains
essentially unchanged up to an altitude of -100 km, while the density
decreases as exp (-z/H) due to gravity. In this expression H - kT/mg is
the scale height, equal approximately to 10 km, such that the atmospheric
density falls by a factor of 10 with every -20 km' of height (k is
Bolzmann's constant, T the temperature (300 K), m the mdan molecular mass
(29 amu), and g the acceleration due to gravity).

Above 100 km, however, three related changes take place which are all
due to the action and absorption of solar far-UV and X radiation. First
the temperature rises from a minimum of -190 K at the top of the mesosphere
at 85 km (the mesopause), to -1000 K at an altitude of -300 kim, above which
the neutral air temperature remains approximately constant. The important
further consequence is that such a temperature profile strongly stabilizes
the turbulent motions which act to mix the gases, which keep the
composition constant at lower altitudes. Above -100 km mixing becomes
unimportant and instead the density of each atmospheric constituent

decreases as exp (-mgz/kT) according to its own specific mass m. As a
consequence the lighter constituents come to dominate the atmosphere at
sufficient altitudes. An additional factor in this transition from mixing
to gravitational separation (i.e., from homosphere to heterosphere) comes

from the decreasing density and consequent decreasing collision rate of the
gas particles with height. As a result, the gas particles will separate
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Fig. 10: Typical altitude profiles between 0 and 1000 km of (a) the number
density of principal neutral constituents; (b) the number density of
principal ionic constituents (note the change of density scale relative to
(a)); (c) the temperature of the neutral atmosphere (Tn), ions (Ti), and
electrons (T.).

under gravity with increasing rapidity at increasingly high altitudes, thus
requiring increasing levels of turbulence if the constituents are to remain
mixed. Instead, the turbulence is suppressed by the temperature gradient
in the thermosphere, so that gravitational separation takes place above
this region.

The second major effect above -100 km is that the atmospheric
molecular species 02 and N2 are photodissociated into atoms. However,
atomic nitrogen is rapidly returned to molecular form by reactions with 02
which in turn produce more atomic oxygen (0). The main effect, therefore,

is to convert oxygen from molecular to atomic form (n[O] exceeds n[0 2]
above -120 km), while nitrogen remains predominantly molecular. Since the
mass of 0 is 16 while that of N2 is 28, gravitational separation then
results in the atmosphere becoming dominated by 0 at altitudes above about
200 km. Eventually the lightest species of all, helium and then hydrogen
come to dominate at the highest altitudes, above -1000 km. Thus it is that
while the atmosphere is almost wholly composed of nitrogen and oxygen at
the surface, it is instead dominated by atomic hydrogen at the highest
altitudes (the hydrogen originates from the photo-dissociation of water
vapor and methane lower in the atmosphere). Further, above about 500 km

the particle mean free paths become comparable with and exceed the
atmospheric scale height, such that above this altitude collisions become
unimportant. Instead, the neutral atmospheric particles in this region
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move on ballistic trajectories in the gravitational field, either escaping
from the Earth or eventually falling back, depending upon their velocity
(this collision-free region is termed the exosphere). In fact this atomic
hydrogen atmosphere (or "geocorona") extends with appreciable densities to
many RE from Earth, throughout the near-Earth magnetosphere.

The third consequence of X-ray absorption in the upper atmosphere is
the most important for our purposes, that is that the neutral atmosphere
becomes partially ionized, forming the ionosphere. Three principal regions
are identified whose ionic species basically reflect the underlying changes
in the neutral atmosphere described above. The D region is located at
altitudes between 60 and 90 km with ion densities which are too low to show
on our diagram (-103 cm- 3 by day and -10 cm- 3 at night). It is
characterized by the presence of complex photochemical reactions, NO',
water cluster ions, and the presence of negative ions rather than
electrons. The E region lies between 90 and 150 km where molecular ions
predominate, principally 02" and NO". Above this in the F-region (150 to
a few hundred km) O dominates, with a peak in the density at altitudes
between -250 and,-300 km. Finally at the highest altitudes, above -1000
km, protons become the dominant ion species (this region is sometimes
referred to as the protonosphere). Thus, as pointed out in section 4, the
initial expectation is that the ionosphere should form a source of low
temperature (-I eV) hydrogen plasma for the magnetosphere. However, as we
also pointed out, acceleration processes in the auroral zone result in the
outflow of protons and 0' with higher energies. It can also be seen by
comparing neutral and ion densities in Fig. 10 that the ionosp.ere is a
weakly ionized plasma. In fact the number density of the neutral hydrogen
geocorona exceeds that of the magnetospheric plasma out to distances of
around 10 RE, thus encompassing most of the near-Earth magnetosphere.

Finally we should note that the above represents only a simplified
initial picture of the ionosphere. In reality the ionosphere also depends
on time of day (as does the solar irradiance - the profile shown in the
figure is for the dayside, densities decrease by a factor -10 at night),
on the solar cycle (since the solar irradiance at relevant wavelengths is
greater at solar maximum than at solar minimum - the profile shown is for
solar minimum, densities increase by a factor -10 at solar maximum), and
on latitude, in particular due to the high-latitude convection and
precipitation effects which we mentioned briefly above, and which we will
now go on to discuss in more detail.

6.2. IONOSPHERIC CONVECTION, PRECIPITATION AND CURRENTS

6.2.1. Ionospheric Convection. In Fig. lla we show a view of the
high-latitude ionosphere looking down upon the north pole, with noon (12
MLT) at the top, dusk (18 MLT) to the left, midnight (24 MLT) at the bottom
and dawn (06 MLT) to the right. The dashed line in this figure is the
boundary of open field lines, with closed field lines lying at lower
latitudes (see Fig. 5). The solid lines with arrows then indicate the ExB
flows of the ionospheric plasma (corotation subtracted), which to a first
approximation consists of an antisunward flow in the region of open field
lines and a return sunward flow on closed field lines at lower latitudes,
thus forming a twin-vortical convection cycle consistent with the
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Fig. 11: View looking down on the northern high-latitude ionosphere
showing the plasma ExB drift paths (arrowed solid lines) and (a) the main
magnetospheric plasma precipitation zones, (b) the main ionospheric current
systems. The interior heavy dashed circle in each sketch shows the
boundary between open field lines at high latitudes and closed field lines
at lower latitudes. In (b) the arrowed short-dashed lines show the
ionospheric Pedersen current flow along E, while the circled dots and
crosses show the upward and downward-directed closure field-aligned
currents respectively. The ionospheric Hall current flows in the direction
opposite to the ExB drift paths (Ref. 1].



COWLEY 175

discussion in section 3.2. However, it will be noted that the boundary
between sunward and antisunward flows near dawn and dusk does not quite
coincide with the boundary of open and closed flux. This is a consequence
of the "viscous" coupling near the boundary, mentioned above, which results
in closed field lines adjacent to the equatorial magnetopause being
convected antisunwards. The inner light dashed line marks the inner (lower
latitude) edge of this boundary layer. The outer light-dashed line marks
the boundary between the region dominated by solar wind-driven convection
(the high-latitude ionosphere) and that dominated by corotation (the
mid-latitude ionosphere) i.e. it corresponds to the plasmapause.

Under usual conditions the boundary of open field lines lies at a
magnetic latitude of -75" during the day and -70* at night, while the
plasmapause lies at a latitude of -60". The voltage associated with the
flow (i.e., the voltage across the entire region of antisunward flows at
high latitudes) is typically -JO kV. However, the ionospheric flow varies
as the corresponding magnetospheri• flow varies (with the IMF and with the
substorm cycle), and the open/closed field line boundary also moves in
latitude as the amount of open flux in the system changes (according to the
difference in dayside and nightside reconnection rates). In addition, the
flow pattern also exhibits dawn-dusk asymmetries which are associated with
the y-component of the IMF, while additional circulatory cells may appear
in the open flux region when the IMF is northward due to reconnection
between the IFM and the tail lobe (see section 5.1). Like the flow in the
magnetosphere, -herefore, the ionospheric flow is also a very variable
phenomenon.

6.2.2. Magnetospheric Precipitation. Fig. lla also shows the
correspondence between the twin-cell flow system and the patterns of
particle precipitation. Four principal regions are identified. First, the
region at lowest latitudes indicated by the vertical hatching maps along
the magnetospheric field lines to the plasmasphere. Consequently there is
little energetic particle precipitation into the ionosphere in this region
under usual conditions. Second, at higher latitudes the dotted area in the
region of sunward flows maps to the ring current and plasma sheet.
Magnetospheric particles precipitate into this region with energies -1 to
100 keV, producing the "diffuse aurora" and augmenting the ionization at
E-region heights, particularly on the nightside. Third, the diagonal
hatching in the region poleward of the flow reversal maps to the
magnetopause boundary layers and dayside cusp where magnetosheath plasma
(few 100 eV) precipitates into the ionosphere. This region, together with
that mapping to the plasma sheet/ring current, forms the circumpolar
"auroral zone". Fourth, the unshaded region at the highest latitudes maps
magnetically to the tail lobe and plasma mantle. Here the precipitation
from the cusp dies out into a weak structureless drizzle of magnetosheath
particles, termed the polar rain. These particles produce little auroral
luminosity, so that the central region of open field lines is optically
dark. This region is often referred to as the "polar cap". We should
point out, however, that this diagram does not indicate the precipitation
which gives rise to the structured curtain-like "discrete" auroral forms
which often stretch for several thousand km around the poleward portion of
the auroral zone. These aurorae are produced by spatially structured
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few-keV electron precipitation, where it is believed that the electrons are
accelerated out of the lower-energy magnetospheric population by
field-aligned electric fields operating at altitudes of a few thousand km.
Further discussion will be given below, after we have considered the
magnetosphere-ionosphere current system.

6.2.3. Physical Origins of Ionospheric Currents. The relative drift
between ions and electrons which gives rise to electric currents in the
ionosphere are due to the collisions which occur between ions and neutral
atmospheric particles in the E-region, principally between altitudes of
-100 and -150 km. These currents are therefore intimately associated with
ionosphere-atmosphere frictional drag in a manner which will be elucidated
below. The motion of charged particles in the presence of collisions
depends upon the collision frequency (the reciprocal of the mean free time
between collisions) compared with the gyrofrequency qB/m. When the
collision frequency is small compared with the gyrofrequency (i.e. when the
particle executes many gyrations between collisions), the motion simply
reduces to the ExB drift transverse to E and B which we have discussed
throughout this article. This behavior applies to electrons above an
altitude of -80 km, so that the electron flow is simply ExB drift
throughout the whole of the important part of the ionosphere (upper D
region, E-region and F-region). This condition also applies to the ions
in the F-region and above, and since the ion number density is equal to the
electron number density throughout, there is no net current in these
regions. Below -150 km, however, the ion motion is effected by collisions.
If we imagine an ion starting from rest after suffering a collision, it
will first accelerate in the direction of the electric field associated
with the flow before turning in the magnetic field and starting to ExB
drift. The mean position of the ion in the subsequent motion is therefore
displaced in the direction of E relative to its starting position, and this
happens every time a collision takes place. As a consequence the ions now
have mobility in the direction of the electric field; this corresponds to
the take-up of energy by the ions from the electric field and its
conversion into atmospheric heating via the collisions. There is a
corresponding current flow along E termed the Pedersen or "direct" current,
given by Jp = apE, where op is the Pedersen conductivity (remember that the
energy input from the electromagnetic field to -he plasma is J.E watts
m-3 ). In addition, however, the collisions also disrupt the ExB drift of
the ions, so that the ion mobility in this direction is reduced.
Consequently, since the electrons continue to flow with the full ExB drift
velocity, there will exist a net current in the direction opposite to ExB.
This is termed the Hall current, given by JH - albxE, where 0a is the Hall
conductivity and b is the unit vector along the magnetic field. There is
no dissipation of electromagnetic energy associated with the Hall currents.

The Pedersen conductivity peaks in the E-region at -130 km where the
ion collision frequency becomes equal to the gyrofrequency. Under this
condition the ions typically only complete part of a gyration between
collisions, so that the mobility along E is very large; the average drift
in this direction peaking at half the ExB drift speed. At that point the
ion drift in the ExB direction is also reduced by a half. However, the
Hall current peaks below this altitude, at about -110 km, where the ion
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collision frequency is large compared with the gyrofrequency, so that the
ions are collisionallv tied to the neutral atmospheric particles and hardly
drift at all in any direction (in the neutral air rest frame). The Hall
conductivity is reduced below this altitude by the declining ion and
electron number densities in the lower E-region.

For many purposes, however, a detailed knowledge of the altitude
profile of the current is not required, rather it is important to know only
the total current integrated with height through the ionosphere. The
height-integrated current components are then Jp - EpE and JH - EHbxE, where
Ep and EH are the height-integrated Pedersen and Hall conductivities,
respectively. These are variable qua-tities, depending on the ionization
produced by solar illumination and electron precipitation, but are usually
of order 10 mho. Given typical high-latitude electric fields of -50 mV m-1

associated with flows of order 1 km s-1, we find typical height-integrated
currents of -0.5 A m-1 . Integrating over the total area of the polar cap,
for example, then gives a total current flow of order a few MA. A simple
calculation of the expected magnetic effect on the ground, using Ampere's
law, then indicates that the perturbation field should be a few hundred nT,
about 1% of the Earth's main field at the surface, and easily measurable.
However, as we will indicate below, the majority of the magnetic effect
seen on the ground is due to the Hall currents; the Pedersen currents,
while of a similar magnitude in the ionosphere, produce only a small
magnetic effect on the ground.

6.2.4. Ionospheric Current Circuits. In Fig. llb we show the overall
pattern of ionospheric currents in a view looking down on the northern
ionosphere, in the same format as Fig lla. The heavy dashed line again
indicates the boundary between open and closed flux tubes and the solid
arrowed lines the ExB drift streamlines. Since the Hall currents flow in
the direction opposite to the ExB drift, the latter solid lines also
indicate the pattern of Hall current flow, in the direction opposite to the
arrows shown. In principle these currents could therefore close wholly in
the ionosophere by flowing round the ExB streamlines. However, this will
only be the case if the ionospheric conductivity is uniform. As pointed
out above, however, the E-region ionization and hence conductivity is
enhanced by electron precipitation in the auroral zone compared with the
polar cap. Consequently, the integrated auroral zone Hall currents will
be larger than those in the polar cap, such that continuity requires
current closure in the magnetosphere via currents flowing along the
magnetic field lines. The field-aligned current (FAC) must be directed out
of the ionosphere in the poleward part of the nightside auroral zone, and
into the ionosphere in the poleward part of the dayside auroral zone (not
indicated in the diagram). During substorms the nightside east-west
auroral zone flows (and the associated north-south electric fields) are
particularly intense, and the conductivities are also augmented by intense
precipitation from the newly-formed hot plasma sheet population in the
tail. The nightside auroral zone Hall current flow is thus particularly
intense under these conditions, forming the eastward and westward
"electrojet" currents in the pre- and post-midnight sectors respectively.
The magnitude of these currents is -1 MA over a latitudinal strip a few

__ _ _ _ _ __ _ _ _ _
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degrees wide, leading to characteristic magnetic effects (called "magnetic

bays") on the ground underneath of magnitude several hundred nT.

The arrowed short dashed lines in Fig. llb then show the electric

field lines associated with the flow, and hence also the pattern of
Pedersen currents. These currents flow from dawn to dusk across the polar
cap, reversing in sense in the auroral zone. Consequently it can be seen
that in principle these currents cannot close in the ionosphere, but
instead must close in the magnetosphere via a system of field-aligned
currents. The Pedersen currents converge on the dusk flow reversal between
the auroral zone and polar cap, where the FAC must consequently flow out
of the ionosphere as indicted bY the circled dots in the figure. Similarly
the Pedersen currents diverge away from the flow reversal region on the
dawn side, where FAC must consequently flow into the ionosphere as shown
by the circled crosses. These FAC, located at and equatorward of the
boundary between open and closed field lines, are termed the "Region 1"
currents. Another set of FAC must similarly lie at the equatocward
boundary of the auroral zone as shown, which flow in at dusk and out at
dawn. These currents are called the "Region 2" FAC. Together, the
extended sheets of field-aligned current forwed by the Region 1 and Region
2 systems produce magnetic perturbations in the region between them which
are oppositely directed to the plasma flow (i.e., sunward over the polar
cap and antisunward in the auroral zone). The Pedersen currents flowing
in the ionosphere then act simply to "switch off" these magnetic
perturbations in the region under the ionosphere; in the limit of a
uniformly conducting ionosphere the magnetic perturbation field under the

conducting layer is identically zero.
The physics behind the closure of these currents in the magnetosphere

can be thought of in terms of simple circuit theory, in which a generator

(the flowing solar wind or magnetospheric plasma) is connected across a
load (caused by frictional drag in the ionosphere) by currents flowing
along highly conducting wires (the field-aligned currents). The simple
circuit associated with the polar cap currents is shown in Fig. 12a, which
is a view in the dawn-dusk meridian plane looking towards the Sun, so that
the plasma flow is directed out of the plane of tne diagram (circled dots).
The arrowed solid lines show magnetic field lines, while the current
circuit is shown by the arrowed long-dashed line. The Pedersen current
flows from dawn to dusk (left) in the polar cap ionosphere, up the dusk
Region 1 field-aligned current to the magnetopause, from dusk to dawn
(right) in the magnetopause, and back down to the ionosphere in the dawn
Region 1 field-aligned curet. The magnetosheath plasma acts as the
generator (j.E is negative in the magnetcnauise), the ionosphere as the load
(J.E is positive in the Pedersen current), and electromagnetic energy flows
from the former region to the latter in the space between them as a
Poynting flux (short-dashed lines marked S) which is associated with the
electric field of the flow and the magnetic perturbation of the overall
current system. As indicated above, the current loop creates a
sunward-directed perturbation field over the polar cap, and this, combined
with a dawn-to-dusk convection E, produces a downward-directed component
of S. This is shown explicitly in Fig 12b, which shows a "side" view of
the system in the noon-midnight meridian plane. The perturbation field
causes the field lines to tilt over in the space between the magnetopause
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Fig. 12: Sketch of the "Region 1" current system which is associated with
the transmission of solar wind energy and momentum into the ionosphere.
Sketch (a) shows a view looking towards the Sun with the flow in the
magnetosheath and ionosphere pointing out of the plane of the diagram,
while sketch (b) shows a side view looking from dusk to dawn, with the
plasma moving from left to right. In each diagram the solid lines show the
magnetic field lines, the arrowed short-dashed lines the Poynting flux (S),
while in (a) the current system is shown by the arrowed long-dashed line,
and in (b) by the circled symbols [Ref. 2].

and the ionosphere as shown. The Poynting vector S then has a downward
component into the ionosphere, equal in magnitude to the ionospheric Joule
heating rate per unit area Jp.E - FpE2 . In force terms it is clear that
the field tension acts to slow the magnetosheath and to maintain the
ionospheric flow against frictional atmospheric drag. In between, the
field lines tilt over as a result of this drag while being "pulled" by the
magnetosheath flow at the other end.

Another similar, but more complicated, current system is associated
with the closure of the auroral zone Pedersen currents. In this case the
currents close via the Region 1 FAC and the magnetopause on the poleward
side, and the Region 2 FAC and the ring current plasma on the equatorward
side.

6.2.5. Discrete Aurorae. The discrete auroral forms mentioned above are
associated with spatially structured regions of upward-directed FAC, and
are consequently particularly prominent in the dusk flow reversal region
where the Region I current flows upward out of the ionosphere. Downward
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currents are readily carried by cold electrons flowing out of the
ionosphere, but cold ionospheric ions can only carry a small
upward-directed field-aligned current. Consequently, upward field-aligned
current must generally be carried by precipitating hot magnetospheric
electrons, and a substantial voltage (few keV) must generally exist along
the field lines to accomplish this. The downward-accelerated electrons
create the discrete aurora in the E-region, while ionospheric ions are also
accelerated upwards to create a source for the magnetospheric plasma at few
keV energies, as previously mentioned in section 4.2. The field-aligned
voltages can be produced by pekturbing the equipotentials of the electric
field associated with the flow so that they no longer lie parallel to field
lines e.g. by closing off above the ionosphere the equipotentials across
the dusk flow reversal between the auroral zone and polar cap. In this
case part of the magnetosheath voltage falls along the FAC rather than
across the ionosphere, and correspondingly, part of the downward-directed
Poynting flux is absorbed in the region of field-aligned voltages rather
than in the ionospheric Pedersen current layer. The energy is transformed
into the accelerate motions of the auroral electrons and the outflowing
ionospheric ions.
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ABSTRACT. A brief description of primary cosmic radiation, its charge
composition and energy spectra is given followed by an account of secondary
radiation in the atmosphere. Geomagnetic effects, cut-off phenomena,
latitude and east west effects and asymptotic directions of particles are
explained. 11-year solar cycle variation and Forbush decreases are
illustrated with Calgary neutron monitor. Solar flare ground level events
are discussed using the recent series of events. Finally, a very brief
account of theoretical explanations of cosmic ray modulations in the
heliosphere are given.

1. Introduction

Since its discovery by Hess in 1912, cosmic radiation has been a subject
of intense investigation. As a result we know a great deal about its
nature, composition and variations in intensity with time. The name
remains an appropriate one, for its origin cannot be attributed to a single
source or even several sources with certainty. The sun produces particles
of relativistic energies sporadically, but its contribution to cosmic
radiation of galactic origin is not significant. A good part of our
knowledge has come from ground based, balloon and rocket borne instruments
before the sputnik era. The advent of earth satellites and space probes
has enabled us to study the radiation outside the earth's atmosphere - the
primary cosmic rays, especially those of lower energies.

Several aspects of cosmic radiation continues to be studied
vigorously of which the high energy astrophysics perhaps receives the
greatest attention now. The discovery of cosmic x-rays and gamma-rays
during the mid-sixties added a new dimension to the study of origins of
cosmic rays. The discovery of solar wind and interplanetary magnetic field
has contributed much to the understanding of solar modulation of galactic
cosmic rays reaching the earth. The sporadic release of relativistic
particles by the sun has called attention to study the acceleration of
particles to cosmic ray energies and their propagation in the inner solar
heliosphere. Extended voyages of humans to space calls for renewed
investigation of biophysical effects of cosmic radiation. Cosmic rays were
used as a source of energetic particles to study high energy nuclear
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interactions and many elementary particles were first discovered as part
of cosmic radiation in the atmosphere. However this field of study must
now be considered as truly in the realm of accelerators, though particles
of energy much higher than a TeV will be available only in cosmic rays for
the foreseeable future.

In this lecture, I will attempt to give an account of the general
features of cosmic radiation at the earth, its charge composition and
energy spectrum outside the atmosphere, its transformation as it passes
through the atmosphere, the effect of geomagnetic field on cosmic radiation
and variations of its intensity with time. Cosmic ray intensity at the
earth is strongly influenced by solar activity. Solar influence extends
to a large region surrounding the sun. Figure 1 shows a conceptual model
of the heliosphere through which galactic cosmic rays must pass before
reaching the earth. This model draws heavily from our understanding of the
magnetosphere which, to some extent at least, have been subjected to
verification by in-situ measurements.
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Fig. 1: Conceptual model of the heliosphere.

2. Primary Radiation

The radiation arriving at the top of the atmosphere consists mostly of
relativistic protons (85%) and helium nuclei (14%), nuclei of heavier
elements accounting for about 1%. Energy of these nuclei range from a few
tens of MeV to over 1020 eV. Figure 2 gives the energy spectra of protons,
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alpha particles and heavier nuclei. At energies above 10 GeV, the

differential spectra may be expressed as a power law with an exponent of

-2.6. At lower energies the spectra are strongly influenced by solar
modulation and hence both the flux and shape of the spectra are dependent
on the 11-year cycle of solar activity. Examination of the rigidity
spectra of protons and helium nuclei given in Fig. 2 shows significant
differences. Detailed study of these differences can be used to understand
the diffusive transport of galactic cosmic rays-in the heliosphere. For
a detailed account of primary cosmic rays [see Ref. 1].
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Fig. 2: Energy spectra of primary Protons, Helium nuclei and nuclei of
heavier elements at solar activity minimum.

The bulk of the cosmic rays reaching the earth is galactic in origin.
At higher energies (>i0' eV) the spectra steepens somewhat with spectral
exponent decreasing from -2.6 to about -3.2. This steepening is attributed
to the leakage of cosmic rays from the galactic plane. At energies >1016
a significant fraction of the cosmic rays is thought to be of
extra-galactic origin.
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Detailed examination of the charge composition of the primary nuclei

show that heavier nuclei are relatively more abundant in cosmic rays than

in the universe, with the exception of Li, Be, and B which are found to be
about five times more abundant. This is an argument used in favor of
considering explosive stars, supernovae, etc., which are rich in heavy
elements, as the source of cosmic rays. As they wander through the
interstellar space, they undergo nuclear interactions and re-accelerations,
and both nuclear composition and energy spectra undergo changes. Over
abundance of Li, Be, and B results from the interstellar nuclear reactions.
By careful study of the isotropic composition of primary nuclei, it has
been estimated that the radiation arriving at the earth has travelled
through 2-6 g of material. Typical residence time of cosmic ray nuclei in
the galaxy is about 200 million years, which is very short compared to the
age of the galaxy. If the intensity of galactic cosmic radiation remained
about the same as now, it must be generated in the ielatively frequent
occurrences of supernova events.

Relativistic electrons form only a negligible (1%) fraction of cosmic
radiation. Study of this small electron component is very important
because of its negative charge and its charge to mass ratio. The
negligible presence of electrons in galactic cosmic rays must be attributed
to energy loss of electrons in interstellar magnetic fields. Charge
measurements of galactic electrons show that only 10% is positive and hence
only a small fraction of the electron component originates in the
interstellar medium.

High energy photons -- x-rays and gamma rays -- were. the subjects of
considerable attention during the last two decades. They also cannot be
considered as a major component of cosmic rays, for the total energy
received at the earth through them is not significant in comparison with
cosmic ray nuclei. However, they are important for the dnformation that
can 'be obtained about possible sources of cosmic rays. They are not
affected by interplanetary or interstellar fields. Point sources and an
approximately isotropic background radiation has been observed in both
x-rays and gamma-rays.

3. Cosmic Rays in the Atmosphere

As it passes through the atmosphere, primary radiation undergoes numerous
nuclear interactions and what reaches ground lejej is mostly the secondary
radiation and their decay products. Figure 3 illustrates the cascade of
nuclear interactions which takes place in the atmosphere. The number of
primary nuclei surviving decreases exponentially with atmospheric depth.
The mean free path for collision of nucleons is about 80 g/cm2 . The
secondary particles undergo both nuclear interaction and decay. These
competing processes create a multiplication effect initially until the
average energy falls below what is required for multiplication. Thereafter
the intensity of radiation decrease gradually. The..counting rate of a
detector as it goes up in the atmosphere will increase gradually until it
reaches a maximum, then decrease until it becomes a steady value
corresponding to the primary radiation. The intensity maximum is about
15,000 to 20,000 m above sea level.
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Fig. 3: Cascade of nuclear interactions of cosmic rays in the atmosphere.

The secondary radiation deep in the atmosphere consists of three
components (i) nucleons -- both neutrons and protons, (ii) electrons --

both negative and positive, and (iii) muons -- the energetic decay products
of pions and kaons produced in nuclear interactions. For continuous
monitoring purposes, the nucleonic components are detected with neutron
monitors and muon comptonen ith ization chambers or counter

telescopes. Muons can be detected deep underground.

4. Geomagnetic Effects

That the primary cosmic radiation is made of charged particles was first
inferred from the effect of the geomagnetic field on the intensity of
cosmic rays. Two aspects of the geomagnetic effects will be discussed
here. The first one is the cut-off phenomena and the other the deflection
of particles in the magnetosphere as they traverse the geomagnetic field.
The motion of energetic charged particles in a magnetic field is
conveniently described in terms of its rigidity (P - pc/Ze, p - momentum,
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c - speed of light in vacuum and Ze - charge), the unit of its measurement
being the volt.

The geomagnetic field, in a first approximation, is that of a tilted,
off-centric dipole. Motion of charged particles in such a field is
complicated. Since the advent of high speed computers, it has become
possible to trace the trajectory of particles in such a field and display
them on video screens. However, much that we know about geomagnetic
effects were first learned from analytical study of the problem by Stormer
and by Vallarta and Lemaitre nearly sixty years ago.

(a) Geomagnetic cut-off

The analytical studies have shown that the earth is accessible only to
particles of rigidity above a minimum, the cut-off rigidity. It depends
on the geomagnetic latitude as well as the direction of arrival of
particles at the point of observation. At a given latitude and direction
of arrival, the hemisphere above can be divided into a region from which
no particle of rigidity below a certain value can come and another region
from which all particles above a certain rigidity is permitted. The former
is called the Stormer cone and the latter the main cone. The region
between the two is the penumbra, in which some particles are allowed and
some not.

The cut-off rigidity in the vertical direction corresponding to the
Stormer cone and the main cone are shown in Fig. 4. At the equator and at
high latitudes the two cones give the same values, but at intermediate
latitudes they differ significantly. The fraction of the particles allowed
in the penumbral regions varies with latitude in a complicated way.

Figure 5 gives lines of equal cut-offs over the globe. The
eccentricity of the geomagnetic field produces a variation of cut-off
rigidity along the equator, it being about 13 GV over South America and
17.5 GV over Indonesia. The effects of geomagnetic anomalies as well as
the consequence of the tilt of the geomagnetic dipole is illustrated in
this diagram.

The intensity of radiation arriving at the earth depends on
geomagnetic latitude, it being'least at the equator and greatest at the
poles. The directional effect is strongest at the equator; the cut-off
rigidity ranging from 10 GV for arrival from the western horizon to 60 GV
from the eastern horizon, the vertical put-off rLgidity being about 15 GV.

Figure 6 illustrates the east-west effect measured with a muon
telescope at the equator for three different zenith angles. The observed
effect is greatest at the largest zenith angle, as is to be expected; but
it is less than expected from the primary spectra (20% versus 83%). This
is a consequence of the generation of secondary radiation in the
atmosphere; the specific yield, i.e., the number of secondary particles
produced by a primary nucleon depends on energy and atmospheric depth. The
product of specific yield and primary spectra is called the response
function of an instrument and it is dependent on the atmospheric depth.

Figure 7 illustrates the latitude effect of the nucleonic component
at sea level for two levels of solar activity. The intensity of the
nucleonic component at the equator is 55-60% of that at high latitude while
the latitude effect is only 8% in muon component. This illustrates the
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Fig. 6: East-West effect measured at equator for three different zenith
angles.

difference in the response functions of the different instruments. It may
also be noticed that as one approaches the poles, the intensity does not
increase continuously. This is because the primary radiation must be of
a certain minimum energy to produce secondary particles at sea level. This
minimum is known as the atmospheric cut-off. The atmospheric cut-off of
a neutron monitor is about 1 GV where as that of a muon telescope oriented
vert 4 c.J-'ly is about 0.45 GeV. The atmospheric cut-off of an instrument
depends on its altitude and unlike the geomagnetic cut-off, it is not sharp
and well defined.

(b) Asymptotic directions of approach

The term asymptotic directions is used to indicate the direction in which
a particle is travelling before it comes under the influence of the
geomagnetic field. It depends on the rigidity of the particle, the
geomagnetic coordinates of the point of arrival on -he earth and the
direction of arrival at that point. Particles of very high rigidity
compared to the cut-off rigidity are deflected little, whereas those near
the cut-off rigidity are deflected a great deal.

One consequence of this is that particles of different rigidities
arriving at a particular station originate in different parts of the sky.
The part of the sky from which a station records most of the cosmic
radiation is called the asymptotic cone of acceptance and is dependent on
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the response functions of the instrument. The concept of asymptotic cones
is essential to understand the anisotropic features of intensity changes
observed during Forbush decreases and solar flare ground level events.
Figure 8 shows the asymptotic cones of acceptance for typical solar flare
generated radiation.

5. Cosmic Ray Intensity Modulations

Continuous recording of the intensity of secondary radiation, both its
nucleonic and muonic component has been carried out for several decades at
a number of stations and is continuing even today. Much of what we know
about the intensity-time variations of relativistic parLicles at the earth
has been learned from the records of earth based monitoring instruments.
Several types of intensity variations have been found to occur, of which
only three, viz., the solar cycle variations, Forbush decreases and
solar-flare ground level events, will be described here. At times,
long-lived solar activity centers produce solar flares repeatedly or long
lasting high speed streams and produce a 27-day variation corresponding to
the rotation period of the sun. A small (0.2-0.5%), persistent daily
variation is also seen in cosmic ray intensity. Venkatesan and Badruddin
[Ref. 21 has given a detailed account of cosmic ray modulations.
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Figure 9 is a record of Lhe nucleonic intensity records of a neutron
monitor in Calgary from 1964. Such records of neutron monitors at other
stations go back to 1954 and of ionization chambers (muon component) to
1936. This figure illustrates the 11-year variation in cosmic ray
intensity which is out of phase with sunspot activity.

When the intensity records over shorter periods are examined, other
types of variations are also found. Figure 10 is the normalized daily
counting rates of the Calgary neutron monitor for the year 1990. Apart

from gradual changes over many days, the figure also shows shorter term
variations, in particular sharp decreases in intensity lasting a few days,

coinciding, more or less, with geomagnetic storms and also even shorter
lived, sharp increases in intensity following some large solar flares.
Geomagnetic storm-time variations are called Forbush decreases (After Scott
E. Forbush who first observed these world-wide events). Solar flare events
observed with ground based instruments are called "ground level events"
(GLEs).
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(a) Solar cycle variations

The variation observed in the intensity of a high latitude neutron monitor
over a solar activity cycle is 15-25%. It is typically about half of that
at the equator, showing that the variation is energy or rigidity dependent.
The magnitude and the profile of the variation differs from cycle to cycle;
for example, the duration of high intensity (95% of maximum) was quite
prolonged (6 years) during the seventies, but during both the sixties and
the eighties, it was much shorter (about 3 years). Solar cycle variations
have been observed with balloons and satellite-borne instruments and
variations in energy spectra of different components measured.

The solar cycle variation clearly is due to the modulation of the
intensity of galactic radiation by solar activity. Since the orientation
of the large scale solar field reverses at the time of high solar activity,
the cycle-to-cycle differences in the 11 year modulation effect may be
related to the orientation of the solar dipole field.

(b) Forbush decreases

Figure 11 shows a large Forbush decrease. Forbush decreases typically show
a sharp reduction of 3-l0% over a period of a day or two and gradual,
exponential recovery over a period of 7 to 10 days. There is considerable
variation from event to event both in terms of the magnitude and of the
profile. Figure 12 shows the variation in recovery time of all the Forbush
decreases observed during the last two solar cycles. Some of the large
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Fig. 11: Normalized hourly counting rates of Calgary neutron monitor
during a Forbush decrease.
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events have been observed deep underground indicating that even particles
of 100 GeV energy can be affected. During such large events cosmic rays
of a few GeV may be completely removed from near the earth.

Forbush decreases are clearly associated with solar disturbances
which produce travelling interplanetary shock waves; but the mechanisms
which cause the decreases in intensity are not fully understood. The
travelling interplanetary shock waves can act as a barrier and sweep out
galactic cosmic rays producing the sharp decreases in intensity. As the
radiation diffuses back into the volume swept by the travelling
disturbance, the cosmic ray intensity recovers gradually in an exponential
manner. When such decreases are repeated within a few days or weeks, as
it happens when the solar activity reaches its peak, they tend to produce
a cumulative effect which may partially account for the 11 year variation.
Some events are thought to occur as a result of the earth entering magnetic
"clouds within which the intensity of cosmic rays is significantly less than
outside. Such events show a very different time profile, an example of
which is shown in Fig. 13.

It has been suggested that the solar cycle variation results from the
cumulative effects of Forbush decreases. Forbush decreases begin near the
sun and propagate outwards. Forbush decreases have been observed by
instruments on deep space probes with appropriate delays to confirm this.
Shock waves expand as they move outwards, and eventually they envelope the
whole inner heliosphere and also pile up at great distance from the earth.
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Fig. 13: Example of a Forbush decrease without an exponential rise.

The hysteresis effect, i.e., the tendency of cosmic ray recovery to lag
behind the solar activity, has been shown as evidence. In Fig. 14 the
number of Forbush decreases per year is plotted along with monthly average
counting rates of the neutron monitor in Calgary. It is seen that though
there is a correlation, it is not exact.

It has been pointed out that the orientation of the solar dipole
field plays a significant role in the solar cycle modulation. At the
height of the solar activity cycle the solar field reverses itself. The
tilt of the solar field for the years 1976 to 1986 is also shown plotted
along cosmic ray data. It is seen that there is a good correlation in this
case too. The propagational behavior of galactic cosmic rays is quite
different before and after reversal. For example after the 1970 reversal,
the cosmic ray intensity rose quite rapidly, but after the 1981 reversal
the rate of rise was much less.

6. Solar Flare Ground Level Events (GLE)

The occurrences of solar flares during which energetic particles are
released into interplanetary space is very important from the point of view
o,- t .:- radiation levels in space. Such events were once thought to be very
ri-.Le occurrence, but it turned out to be a consequence of the threshold
energy for detection by the instruments used. Until 1956 only five such
events were detected over a 20 year period when ionization chambers, with
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Fig. 14: Number of Forbush decreases per year along with monthly counting
rate of Calgary neutron monitor and tilt of solar dipole field.

a threshold energy of 4 GeV, were the main instruments used. Neutron
monitors have a threshold of about 0.5 GeV and they have detected some two
dozen events over the period from 1956 to 1976. Riometers can detect solar
flare particles of energy >10 MeV arriving over the polar cap and have
detected more than 80 events in the same two decades. Satellite-borne
instruments have no such threshold energy for detection and have shown
generation of energetic particles in solar flares to be a fairly common
phenomena, though generation of relativistic particles may be relatively
infrequent.

A very good account of relativistic solar cosmic rays has been given
by [Ref. 3). I will only discuss some of the principal features of the
phenomena, before going onto illustrate them with the most recent events.
During the span of a few months in 1989-90 about 10 events were detected.
The current cycle of solar activity seems to have been the most active one
since continuous monitoring with neutron monitors began.

Solar flare ground level events (GLEs) can be described typically as
a rapid (a few minutes to an hour) rise in counting rate of a monitor
within a few minutes of an optical solar flare and then a gradual, usually
exponential, decay to normal levels over a few hours. Particles released
by flares on the invisible side have also been recorded at the earth. When
the sources region and time of injection can be identified unambiguously,
the features of GLEs observed at the earth can be used to understand the

propagation of relativistic particles in the inner heliosphere.

Il... ..
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The propagation of these particles are obviously influenced by the
interplanetary magnetic field and the irregularities in them. Particles

released near the foot of the field line connecting the earth and the sun
arrive at the earth first. Cosmic ray monitors with asymptotic cones
facing this field line see rapid increase and maximum intensity; those
facing the opposite direction observe slow or delayed increase and the
lowest intensity. Flare particles released near 60 degrees west of central
meridian have the highest probability of detection at the earth.
Anisotropy, i.e., the differences in the time profiles of intensity
increases observed at different stations, can be used to determine the
pitch angle distribution of solar flare particles and its variations with
time. This can be related to the presence of irregularities or scattering
centers in the interplanetary magnetic field. Widely varying conditions
with scattering mean free paths as low as 0.025 AU to nearly scatter free
propagations have been observed.

Another measurable parameter is the energy or rigidity spectrum and
its variation with time. The rigidity spectrum, if expressed as a power
law, typically has an exponent of -5, which is significantly different from

that of galactic cosmic rays. Once the spectral exponent is determined one
can estimate the integral flux of solar flare particles in space. Typical
values for integral flux of particles of rigidity above 1 GV was 104 per
m2 s sr, though for the large flare of 23 February 1956, it was estimated
to be 107 particles per m2 -s-sr. Only on few occasions have the particles
with energy greater than 5 GeV been detected.

Figure 15 shows the intensity records of the Calgary neutron monitor
for two months of 1989; the most remarkable feature of which is the number
of GLEs. The largest of these was on 29 September 1989 which showed a
maximum increase of about 405% in Calgary, which is about 1100 meters above
sea level. It was an energetic event in that the increases were observed
at the equator, and it has been estimated that particles of energy up to
25 GeV were produced. The site of the parent solar flare was estimated to
be 15° behind the western limb.

The September 29 event was quite complicated. Figure 16 shows the
records from several Canadian neutron monitors. The increase remained
anisotropic for several hours, and the pitch angle distribution varied
significantly during the time. However at higher rigidities (>6 GV) it
appeared to be a normal event as the records of muon monitors show
(Fig. 17). The records from a set of inclined telescopes in Ottawa showed
that the rigidity spectrum above 6 GV had a power law exponent of -5; but
the records of neutron monitors indicated a value of -2.9. This makes it
difficult to estimate the integral flux of relativistic particles in space
during this event, which could have been between 104 particles per m2-s-sr.
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Fig. 15: Intensity records of Calgary neutron monitor for four months in
1989.

Figure 18 illustrates an unusual feature observed during one of the
recent events. Only the monitors in Calgary, Mc~urdo and the South pole
observed this sharp, short lived anisotropy. This was so because the pitch
angle distribution was sharp and the asymptotic directions of these
stations were almost at right angles to the spiral field direction. This
was an unusual example of almost scatter-free propagation, controlled by
narrow flux tubes or field lines which have been distorted from the usual

garden hose directions.

7. Cosmic Rays in the Heliosphere

A conceptual model of the heliosphere, the region in which the effect of
solar wind and the frozen-in interplanetary magnetic field influence the
propagation of cosmic rays is affected, was shown in Fig. 1. The first
attempt to explain the intensity variations of cosmic rays as a consequence
of diffusion through the heliosphere was due to [Ref. 4]. According to
this the galactic cosmic rays diffuse inward through the irregularities in
interplanetary magnetic field conveyed outwards by the solar wind. The
strength of irregularities as well as the solar wind speed change with
solar activity, resulting in the quasi-periodic modulation of the intensity

of cosmic rays reaching the earth.
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For the simple case of isotropic diffusion the rate of change of
density of particles is written as:
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an
.. n = V • (KVn) - V(Vn)

where diffusion coefficient is given by K - 1/31v, X being the collision
mean free path, v the particle velocity, and V the solar wind velocity.
In steady state, the particle density at a distance from the sun is given
by:

n(r) = exp --- a- r

where R is the boundary of the heliosphere. The diffusion coefficient has
been estimated using various assumptions about the radial dependence of
mean free path, its dependence on particle rigidity etc., and compared with
those estimated from observation of interplanetary field fluctuations. The
estimated values have been shown to be reasonable.

One consequence of the convection-diffusion is that, even at solar
minimum, the intensity of cosmic rays at the earth is significantly less
than that outside the heliosphere. The residual modulation will depend on
the radius of the heliospheric cavity. Such a boundary has not been
encountered by the deep space probes, even at 60 AU. The radial gradient
observed is only 1-2% per AU.
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A more refined equation which takes into account anisotropic
diffusion, convection and adiabatic deceleration of cosmic rays in
interplanetary space is:

I a (r2U - r2K8U) = 1 2 (r2V) ac(aTu)

where U(r,T) is the differential number density, a - (T + 2Eo)/(T + Eo)
with E, the rest mass, T the kinetic energy, K(r,T) is the effective
diffusion coefficient, and V(r) is the solar wind speed. The Differential
intensity is given by J - vU/4x, where v is particle speed. Numerical
solutions of this equation with acceptable values of solar wind speed and
effective diffusion coefficient have shown that many features of primary
nucleon and electron spectra can be well accounted for. For example, the
peak in the energy spectra of nucleons and the positive spectral index
below is well accounted for as the energy loss of galactic cosmic rays due
to adiabatic deceleration. This equation is valid only for
quasi-stationary situation and does not explain the dynamic nature of long
and short term modulations. Further they neglect the effect of particle
drift of particles in the large scale interplanetary magnetic field.

More recent theoretical work [Ref. 5] take into account the drift of
particles in the spiral field as well as the orientation of the large scale
field. Numerical solutions of the equations seem to be able to explain
solar cycle modulation including the cycle-to-cycle variations. According
to these, galactic cosmic rays diffuse primarily along the ecliptic plane
encountering the interplanetary disturbances during one half of the 22 year
solar cycle. During the other half of the cycle, they reach the earth
mainly through the polar regions of the heliosphere. This accounts for the
cycle-to-cycle difference in the profile or solar cycle variations. The
orientation of the solar dipole field is a very important factor.

The role of Forbush decreases in producing long term variations is
still not clear. In fact the physical mechanism responsible for Forbush
decreases is not clear. Is it due to scattering by shock waves or due to
adiabatic deceleration? The former will be rigidity dependent whereas the
latter will be energy or velocity dependent. Relative changes in proton
and helium spectra during Forbush decreases may identify this; but such
measurements are yet to be made.
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ABSTRACT. The, knowledge of environment parameters is necessary for the
establishment of design requirements for space vehicles anA relevant
equipments. With the development of planetary and interplanetary missions
it is important to a.3sess the space environment not only in the vicinity
of the earth but also to describe its variation in the interplanetary space
and in the vicinity of the planets. The aim of this paper is to give an
overview of the different components of the space environment for an
interplanetary mission taking into account its possible variations in the
vicinity of the major planets. Emphasis will be made on the description
of the particulate environment. Past and future planetary exploration is
also summarized.

1. Introduction

The exploration of the solar system is an active and growing international
enterprise. Our earth is just one of the many bodies that circle the sun,
and with planetary exploration we have become much more aware of our own
planetary environment. Many space missions are no longer limited to the
vicinity of the earth and are devoted to the study of all the regions of
the solar system. If the sun is the main driving mechanism for the
interplanetary environment, there is however important variations in the
vicinity of the various planets. Of the factors of the environment in
which a spacecraft must operate, vacuum, corpuscular radiation,
weightlessness, ionized gases, is the presence of solid matter which
constitute particulate debris. Their presence attested, for an earth
observer, by the occurrence in the night sky of the zodiacal light or the
phenomenon of meteors.

Assessment of the natural environment in early stages of a space
development program will be valuable in developing a space vehicle with a
minimum operational sensitivity to the environment. Environment data are
necessary for the establishment of design requirements for space vehicles
and associated equipment and for the design of testing facilities on the
ground.
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2. Rationale of Planetary Exploration

Astronomy is one of the oldest established sciences. Modern man has made
and continues to make more and more sophisticated astronomical measurements
from ground based and orbiting observatories. The origin and nature of the
solar system bodies have long been the subjects of human research. More
or less consciously this research has been made through a systematic
approach:

Planetary investigation was firstly based on ground telescopic
observation using more and more sophisticated instruments: visual,
photographic, radar observation techniques using the resources of the
spectrophotometry and polarimetry. This first approach has been very
valuable in many cases, and for instance, the design of the first lunar
probes was based primarily on results from high quality telescopic
observations.

The second step of planetary exploration came with the design of
planetary missions of increasing complexity: Spinning spacecraft were only
used in the beginning, then 3-axis stabilized probes were used, sometimes
cot4pled with scanning platforms and sometimes sending probes onto the
surface of planetary bodies for close-up investigation.

A complete range of interplanetary probes has been used:

"* fly-by: Mariner, Pioneer, Helios
"• orbiters: Mariner, Pioneer, Voyager, Giotto, Vega, Pioneer Venus,

Venera
"* unmanned landers: crash landing (Ranger)

soft landing: unmanned (Surveyor, Luna, Viking),
manned (Apollo Missions)

"• samples return (Luna, Apollo)

Selection on targets has been also s itematic, taking into account
the various opportunities (technical and astronomical) and launch windows
(multiple fly-by); the moon, being the closest and the best known celestial
body has received the complete range of spacecrafts and missions.

The most investigated objects have been so far (American and Russian
spacecrafts almost exclusively):

The inner or terrestrial planets:

"• Mercury: fly-by with Mariner 10 and 11 (1974-1975)
"* Venus: fly-by with Mariner 10 and 11, orbiter and lander with

Pioneer (1978-1987), Venera (USSR)
"• Mars: orbiters, namely with Mariner 4 and Mariner 9

landers with Viking I and 2 (1976-1982)
fly-by with Ph.bos (USSR)

The outer planets and their satellites:
"• Jupiter: Pioneer 10 and 11, Voyager 1 and 2 (1979)
"• Saturn: Voyager I and 2 (1980-1981)
"* Uranus: Voyager 2 (1986)
"* Neptune: Voyager 2

I.
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The comets, fly-by: Giacobinni-Zinner (ICE)
Halley: Giotto (1986 ESA), Vega (USSR),

Sagikate (Japan)

Present and future missions are in progress or planned for:

"* Venus: Magellan in orbit since August 1990, extensive radar
mapping

Jupiter and Galilean satellites: Galileo launched in 1990
"* Jupiter: Galileo fly-by

Cassini fly-by
"* Saturn: Cassini/Huyghens (1995), orbiter and entry probe on Titan
"• Mars: balloon mission (USSR), rover (Esa-Nasa)
"* Moon: orbiter
"* Asteroids and Comets: CRAF, Cassini, Rosetta

3. Components of the Environment

The Sun is the main driving mechanism for the interplanetary environment.
Up to a distance of 35 AU (1 AU - 150 million km) the near earth space
environment is only a peculiar case of the interplanetary environment
modified locally by the interaction of the magnetic field and of the
atmosphere. The environment in the vicinity of the planets is in the same
manner modified by the possible occurrence of a planetary magnetic field
or an atmosphere.

There are many various components of the space interplanetary
environment:

"* Vacuum
"* Sun and planetary gravitational attraction
"* Sun electromagnetic radiation: IR, visible, UV (described

elsewhere in this volume)
"* Charged particles: solar wind, solar cosmic rays, galactic

cosmic rays (described elsewhere in this volume)
"* Interplanetary magnetic filed
"• Meteoroids and micrometeoroids, interplanetary dust

Planetary environments:

"* Gravitational attraction: modification of particulate
environment, surface gravity, gravitational focusing, Roche's
limit

"* Presence of magnetic field: magnetosphere
"* Presence of atmosphere: ionosphere, modification of solar

radiation
"• Ring of particles, ejecta, local population
"* Variation of temperature in the atmosphere

"* Surface morphology
"• Optical properties of atmosphere
"* Polarization
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0 Albedo
* Spectral reflectanceChemistry and composition of atmosphere

Mechanisms of degradation of materials exposed to the space
environment are many and various. As far as the solid particulates are
concerned, the main degradation is caused by mechanical failure of the
exposed material under the high dynamical load produced upon impact at very
high velocity. Extent of damage depends primarily on the size of impacting
body: either complete loss of spacecraft or progressive loss of
performance. Of peculiar concern are long duration or manned missions.

4. Overview of the Solar System

4.1. ORIGIN AND FORMATION

In the current view the process begins, with the collapse of the core of
a dense molecular cloud forming a protostar and a surrounding accretion
disk. The protostar grows by the direct infall of material onto its
surface and by accretion from the inner boundary of disk; the gas and dust
that remains in the disk provides the raw material from which planets may
later form. As the accretion phase ends, 4.5 billion years ago, the dust
in the protoplanetary disk settles to the midplane, coagulates and forms
planetesimals which may ultimately accumulates into planets. Finally, only
planets, satellites, asteroids and comets are left, although the occasional
collisions of these larger bodies produced disks of planetary debris and

T left prominent impact features on most planets.

4.2. DESCRIPTION OF MAIN BODIES

Our solar system consists not only of the Sun and nine planets (and their
own satellites) but also of thousands of small bodies which occasionally
become more spectacular than the brightest planet: brilliant comets,
asteroids wandering in the vicinity of earth orbit, meteor flashing across
the sky, meteorites striking the earth. All these objects, whose size
spans from several hundred km in diameter for the largest asteroids or
planetary satellites to sub-micron particles are mainly leftovers from the
formation of the solar system.

Detailed description of the main planetary objects is out of the
scope of this paper, for reference the main properties of the planets are
summarized on Table 1. Some data of interest for a planetary mission will
be given however below:

* The Moon has no atmosphere and no magnetic field: no major
modification of the interplanetary environment is expected in its
vicinity. The surface morphology is characterized by the
occurrence of impact craters of every size, nature of the soil
surface is regolithic (special surface created by the continual
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Table 1: Planetary data [Ref. 12].

E E

0 j

Sun 1,391,400 1.98733) 1.4 -- 25.4

Mercury 4,864 3.30 (26) 5.5 0.10 58.6 <7° 0.2408 yr 0.387 7.0 0.206

Venus 12,100 4.87(27) 5.2 0.586 243R -179° 0.6152 yr 0.723 3.39 0.007
Earth 12,756 5.98 (27) 5.52 0.39 1.00 23.5 1.000 yr 1.000 0.00 0.017
Mars 6,788 6.44 (26) 3.9 0.15 1.02 2570 1.881 yr 1.524 1.85 0.093
Jupiter 137,400 1.90 (30) 1.40 0.44 0.41 11 11.86 yr 5.203 1.31 0.048
Saturn 115.100 5.69 (29) 0.71 0.46 0.43 26C.7 29.46 yr 9.54 2.49 0.056
Uranus 50,100 8.76 (28) 1.32 0.56 0.45R 9779 84.0 yr 19.18 0.77 0.047Neptune 49,400 1.03 (29) 1.63 0.51 0.6 2r.'8 164.8 yr 30.07 1.78 0.008
Pluto 5,800 6.6 (26) 6? 0.13 6.4 ? 284.4 yr 39.44 17.17 0.249
Moon 3,476 7.35 (25) 3.34 0.115 27.3 C"7 27.3 384 18-29* 0.055

Phobos 18 x 22 ? ? 0.06 ? ? 0.319 9 If.I 0.021
Deimos 12 x 13 ? 1 0.06 ? ? 1.26 23 1.6 0.003
() Ceres 800 1.2 (24)? 4.5? 0.1? 0.38 ? 1,681 2.767 A.U. 1T6 0.079

(2) Pallas 490 ? ? 0.1? 0.4? ? 1,684 2.767 A.U. 34'8 0.235
(3) Juno 250 ? ? 0.2? 0.30 41*$ 1,594 2.670 A.U. 1370 0.256
(4) Vesta 490 2.4 (23)? . ,3.9? 0.25? 0.22 25°•' 1.325 2.361 A.U. 7*1 0.088

Jl(o 3,500 8.0 (25) 3.6 0.92 1.769 ? 1.769 422 0!03 <0.01
Ill Europa 3,100 5.0 (25) 3.2 0.83 3.551 ? 3.551 671 0.5 <001
I1i) Ganymede 5,000 1.65 (26) 2.5 0.49 7.155 ? 7.155 1,070 0.2 <0.01
(IV Callisto 4,900 1.02 (26) 1.7 0.26 16.689 ? 16.689 1,883 0"3 <001
IV 170? 1 1 ? ? ? 0.498 181 074 0.003
IVI 130? ? I ? ? ? 250 11,470 28' 0.158

)VII 44? 1 ? ? ? ? 260 11,740 26° 0.206
IVill 12? ? ? ? 737 23.500 33°R 0.40
jiX 14? ? ? ? ? ? 758 23,700 25R 0.27
JX 14? ? ? ? ? 255 11,850 28"5 0.135
)X) 16? ? ? ? ? ? 692 22,560 16"5R 0.207
(Xl) 12? 1 ? ? ? ? 631 21,200 33°R 0.16

SI Mimas 900? 3.7 (22) 0.1? 0.49 ? ? 0.942 186 1*5 0.020
SI) Enceladus 550 7.2 (22) 0.8? 0.54 ? ? 1.370 238 0"02 0.004
Sill Tethys 1,200 6.6 (23) 0.7 0.84 ? ? 1.887 295 1'1 0.0
SIV Dione 820 1.03 (24) 3.6 0.94 ? ? 2.737 377 0".02 0.002
SV Rhea 1,300 1.5 (24) 1.3 0.82 ? ? 4.518 527 0" 3 0.001
SVI Titan 4,850 1.37 126) 2.3 0.21 15.95 ? 15.95 1.222 0.3 0029
SVII Hyperion 350? ? ? ? ? ? 21.28 1,481 0.5 0.104
SVIII lapelus 1,150 1.5 (24) 1.9 ? ? ? 79.33 3.560 14.7 0.028
SIX Phoebe 260? ? ? ? ? ? 550.4 12,950 30R 0.163
SX )anus 370? ? ? ? ? ? 1 160? -0 -0

UI Ariel 1,470? ? ? ? ? ? 2.520 192 0.0 0003
Ull Umbriel 960? ? ? ? ? ? 4.144 267 0.0 0.004
UlIl Tilania 1,760? ? ? ? ? ? 8.706 438 0.0 0.0024
UIV Oberon 1,600? ? ? ? ? ? 13.463 586 0.0 0.0007
UV Miranda 550? 1 ? ? ? ? 1.414 128 0.0 <0.01

NI Triton 3,800 1.4 (26) 4.9 0.36 1 ? 5.877 353 201R 00
NIl Nereid 540? ? ? ? ? 360 5,600 27.5 0.76
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gardening of top layer by meteoritic impacts). mass density is
3.34 g/cm3 , surface gravity is 102 cm/s 2 , surface temperature
102°K - 384°K, albedo 0.051 - 0.176, sunlight is 1370 W/m2 .

"Venus has a very dense atmosphere (surface pressure of 90 bars)
composed mainly of CO 2 , clouds formed by micron sized droplets of
sulfuric acid are prominent. An ionosphere is present, but no
magnetosphere because of the absence of magnetic field. The
surface morphology is dominated by plate tectonics and craters
from impact and volcanic origin. As shown by the S/C Magellan
impact features are abundant despite the presence of a thick
atmosphere. The cloud layer is opaque to most of the solar
spectrum. Due to a strong greenhouse effect (C0 2 ) the surface
temperature is very high (740°K). The mass density is 5.2,g/cm3 ,
surface gravity 877 cm/s 2 .

" Mercury has very faint atmosphere (He,H,Ar), a small magnetic
field exists with evidence of a small magnetosphere extending to
1.5 planetary radii, but without trapped particles. The surface
morphology is similar to the surface of the moon with the presence
of a regolith and numerous impact craters. The solar flux is high
at 0.38 AU: 9260 W/m2 . The mass density is 5.4 g/cm3 and surface
gravity 370 cm/s 2 .

" Mars has a thin atmosphere (surface pressure of 5 mbar), composed
mainly of C02 ; meteorological phenomena are present with variations
of atmospheric pressure, temperature, occurrence of winds
responsible for dust storms. Most of these phenomena are driven
by season condensation and evaporation of CO 2 on the polar regions.
The surface morphology is dominated by a large variety of
features: craters and cratered terrains, fossil fluvial features,
tectonic evidence, volcanoes and riles, terraced polar regions,
regolith. There is no evidence of magnetic field and
magnetosphere. Average solar irradiation is 590 W/m2 and surface
temperature varies between 130°K and 300°K. The mass density is
3.93 g/cm3 and surface gravity 372.5 cm/s 2 . Two satellites,
probably captured asteroids, circle the planet (Phobos 13xlO km,
Deimos 7.5x6 km). The surface of these satellites is heavily
cratered.

e Jupiter is the largest planet of the solar system (1/1000 of solar
mass), its mass density is only 1.32 g/cm3 , thus implying a
relatively small solid core (iron-silicate), surrounded by liquid
hydrogen. The atmosphere of Jupiter is composed primarily of H2
(90%) and He; its outer layer is characterized by a complex cloud
structure, mainly aqueous NH3 solution and solid NH3 . The
atmosphere is dynamically very active: zonal currents, equatorial
features, great red spot. A thick ionosphere (3500 km) is
present. Jupiter has a strong and complex magnetic field (4.2 G
at 1 jovian radius), its effect is felt as far as Saturn. It is
represented commonly as an offset tilted dipole. Consequently the
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magnetosphere of Jupiter is very large, with a magnetopause
extending to 50-100 jovian radii. Charged particles in the
vicinity of Jupiter are of major concern for space missions around
the planet; more details are given in [Refs. 1, 14).

Jupiter is circled by a large number of natural satellites,
the most important being the four galilean satellites: Io'
Europa, Ganymede and Callisto. Io has active volcanoes, Callisto
is heavily cratered [Ref. 351. A ring of particles has been
discovered by one of the Voyager missions. Details will be given
later (Section 5.6).

" Saturn is the second largest of outer planets. Saturn is gaseous
outside its core (metallic hydrogen) and so, there is no surface.
Its atmosphere is composed of H2 (94%) and He (about 6%). The
presence of a magnetic field implies the presence of a
magnetosphere as measured by the Pioneer and Voyager s/c. In
terms of particle intensities the magnetosphere of Saturn is
between Jupiter and Earth in general character [Ref. 1] . Several
satellites, some of them with a large number of craters (Iapetus)
orbit the planet.

The best known and most impressive feature of Saturn is its
rings. The Voyager imager showed their enormously detailed
structure, consisting of hundreds of small rings. There is
probably a continuum of body sizes from the resolved satellites to
the ring particles. More details will be given in section 5.6.

" Uranus has also a distinctive ring system composed of nine faint
structures. At this distance from the sun (19 AU) the solar wind
progressively merges into the interstellar medium (proton and
electron number density 0.014 cm') and the solar flux is only 3.8
W/M2. There is evidence for a magnetic field and a magnetosphere.
Fifteen satellites circle the planet.

" Most of the data on Neptune and Pluto are still largely
inaccurate, details are given on [Ref. 11.

Because they are directly connected with the particulate ý-nvironment more
details will be given in the following paragraphs on asteroids, comets and
meteorites.

4.3. ASTEROIDS

They are small planets orbiting the sun mostly between the orbit of Mars
and the orbit of Jupiter. Inclination on the ecliptic plane is generally
low. The largest is Ceres (discovered in 1801), more than 2000 asteroids
have been catalogued. An information source is mainly the Tucson revised
Index of asteroid data (TRIAD), a computer file from the University of
Arizona, based on telescopic observations (Refs. 28, 291 (see Table 2).

Orbits of asteroids are classified according to semi-major axis,
eccentricity, and inclination. It is possible to distinguish several
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Table 2: Dynamic properties and other data for selected asteroids
[Ref. 1].

Approxi- Opposi-t

mate ion Orbital

Year of Diameter Magni-tu period
Number Name Discovery (ki) do a (year) . i Type

1 Cares 1801 102 7.79 2.767 4.6 0.0802 10.60 C

2 Pallas 1802 583 8.46 2.773 4.61 0.2394 34.82 U

3 Juno 1804 .249 9.0 2.671 4.36 0.2574 13.02 S

4 Vesta 1807 555 6.5 2.361 3.63 0.0889 7.14 U

5 Astraea 1845 116 11.3 2.577 4.13 0.1862 5.33 S

6 Hobe 1847 206 9.5 2.424 3.77 0.2019 11.65 S

7 Iris 1847 222 9.2 2.386 3.69 0.2309 5.47 S

8 Flora 1847 160 9.7 2.201 3.27 0.1567 5.88 S

9 Metis 1848 168 10.0 2.387 3.69 0.1233 5.60 S

12 Victoria 1850 135 10.8 2.334 3.57 0.2190 8.38 S

15 Eunomia 1851 261 9.5 2.642 4.30 0.1870 11.76 S

18 Melpomene 1852 164 9.8 2.296 3.48 0.2176 10.15 S

20 Massalia 8152 140 10.2 2.409 3.74 0.1426 0.68 S

192 Nausikaa 1879 99 11.0 2.403 3.72 0.2445 6.87 S

324 Bambaras 1892 256 11.3 2.685 4.39 0.3346 11.30 C

387 Aquitania 1894 113 10.7 2.74 4.53 0.2383 17.97 S

433 Eros 1898 20 7.2 1.458 1.76 0.2230 10.83 S

families, separated by gaps: the Kirkwood gaps, which are orbital periods
harmonic of the Jupiter period (Fig. 1). The main families are:

Apollo-Amor, Hungarias, Floras, Nysa.
Main Belt, Eos, Hilda, Hyriyamas.
Earth crossers: Aten (3) a< IAU

Apollo (23) a>-IAU7
Amor(10) 1.07 <a<2 AU

Mars crossers.
Trojans: Cluster near two of the Lagrangian points of 3-body
stabilities in the Sun-Jupiter system (1000).

Some asteroids are on exceptional orbits: Chiron with a semi-major
axis of a-13.7 AU, Pallas with an inclination of i - 34.8'. The total mass
of asteroids is: 3 1021 KG (1/20 mass of the Moon). Among the largest
are: Ceres (D - 987 km), mass: 1.1021 kg, Pallas (D - 538 km), Vesta
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Orbital resonances with Jupiter

7/2 3/1 8/3 5/2 7/3 9/4 2/1
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Orbital scmin•jor a~is (iAU)

Fig. 1: Distribution of asteroid orbits.

(D - 544 km). The asteroids are divided in several classes, according to
Visible and IR spectra and to polarimetry measurements [Refs. 30, 36]
(Fig. 2):

C similar to carbonaceous chondrites
S similar to stony iron meteorites
M similar to nickel iron enstatite chondrites
E similar to enstatite achondrites
R and U various types or unclassified

The size distribution is given on Fig. 3. Asteroids are one of the main
sources of meteoroids and interplanetary dust. The probability of
collision of earth-crossers with earth is one collision of one object with
1 km in diameter every 300000 years.

4.4. COMETS

The comets are the most distinctive and peculiar members of the solar
system [Refs. 14, 37]. They are supposed to represent the most primitive
objects. They move around the sun in elliptical orbits (often nearly
parabolic), their aphelia can be very large (50000 AU), their perihelia is
close to i AU (see Table 3 and Fig. 4).

e 100 short period comets (<200 years) have been discovered
* 600 are long period comets

They become visible when they are at a distance smaller than 3-4 AU from
the earth. They are composed of a small nucleus (1 - 10 km), of a large
gas cloud (coma) and a very long dust and gas tail, when close to the sun.
Their origin is believed within the Oort's cloud, located at the boundary
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Fig. 2: Typical reflectance spectra of asteroids compared to meteorites.
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Table 3: Cometary data.

Tim of
Recent ArS. No. of
Peri- Period q Q of Appear-

None helion (year) (AU) (AU) a Peor- Node i ancos
helion

Encke 1974.32 3.30 0.338 4.09 0.847 185.9 334.2 12.0 51

Grigg- 1972.17 5.12 1.001 4.94 0.663 359.3 212.7 21.0 13
Skjellerup

Tewpel-2 1972.87 5.26 1.364 4.68 0.549 190.9 119.3 12.5 16

Giecobini- 1972.59 67.52 0.994 5.98 0.715 171.9 195.1 31.7 10

Zinner

Borely 1974.36 6.76 1.316 5.8, 0.632 352.7 75.1 30.2 10

Halley 1910.30 76.09 0.587 J5.33 0.967 111.7 57.8 162.2 27

Tempel- 1965.33 32.91 0.982 19.56 0.904 174.6 234.4 162.7 4
Tuttle

152.8 138.7 113.6 1
Swift- 1862.64 119.98 0.963 47.69 0.960
Tuttle

0.537 0.99619 354.15 223.96 90.04 1
Bennett Mar
(1970 II) 20.0446 0.142425 1.0000 37.82 257.76 14.30 1

1970

Kohoutek Dec
(1973 XII) 28.4307

1973

4

Fig. 4: Cometary orbits.
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of the influence of the sun's gravitational attraction (sphere of 50000 AU
radius), the total number could be as large as 1011 comets [Refs. 12, 13,
14]. They are injected by perturbations caused by passing nearly stars,
into the inner solar system and then subject to perturbations from Jupiter.
Many comets have been observed two or more times:

P/Encke has the shortest period (3.8 years).
P/Halley has been observed in 86 BC and has been seen 28 times, the
last being in 1986 (period of 76 years).

New data on their composition result from observation of comet Halley
by Giotto and Vega spacecrafts in 1986 [Ref. 37]:

"* The nucleus is a solid conglomerate of water ice with dust grains
embedded in it; the sandbank model, widely accepted until now, has
to be rejected if Halley is a typical comet. The nucleus is
irregularly shaped (15x8x7.5 km) and it is extremely dark (4%
albedo).

"• Near perihelion the production rate of gas is 18 tons/s and of
dust 20 tons/s. Less than 10-20% of the surface of the nucleus
look active.

"* The composition of the gases is the following: 80% H2 0, 10% CO,
2% CH4 , 1.5% CO 2 , 2% NH3 , 2%, 1% H2 CO, <0.1% HCN.

Very small dust particles were detected in-situ (10-17 g): probably
fluffy particles composed of rock forming silicates coated with an organic
component (CHON particles). The abundance of elements is similar to solar
abundance, obviously Halley is less differentiated than Cl chondrites.
Most of the very small particles are lost through solar radiation pressure
and Poynting-Roberston effect and does not contribute to the population of
stream particles.

5. Interplanetary Dust

Interplanetary dust particles (IDP) means all solid bodies ranging in
diameter from sub-micron (10-18 g) to tens of centimeters (10 kg). The
total mass of the IDP is only 1020 g (10-14 of the total of solar system),
the flux close to the earth is about 10-12 g/m2 /s. They are partly
left-over from the formation of the solar system and partly the result from
the disintegration of asteroids and comets; a local ring population (around
outer planets) could be linked to the formation of the planetary satellites
[Ref. 45]. The population is in constant evolution, with however a
distribution roughly uniform within the ecliptic plane from 0.5 to 30 AU.
Local concentrations are possible within the asteroid belt, the streams of
particles (cometary or asteroidal), the Lagrangian points. A modification
of the environment is noticed in the vicinity of the large planets
(interaction with the magnetic field and atmosphere, gravitational
focusing).
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5.1. METHODS OF OBSERVATIONS

None of them is able to provide all parameters of interest to describe the
status of a dust particle. However various methods complement each other.

5.1.1. Zodiacal Light. The zodiacal light is a cone of light extending
along the ecliptic plane [Ref. 19]. It is caused by sunlight scattered by
interplanetary dust particles. The major scatterers (80%) are particles
in the range of 5 to 100 pm (10-10 to 10-6 g). Smaller particles are
inefficient Mie scatters; larger particles have a small spatial density.
The sun F corona forms the inner part of the zodiacal light [Ref. 39]. Its
intensity has been measured from earth and from spacecrafts. The satellite
Helios, in the inner solar system [Refs. 19, 21] measured a variation with
distance from the sun (between 0.3 AU and 1 AU) as:

N(r) - r-n with n - 1.5

M. Hanner (Ref. 40] proposed a similar spatial distribution outside 1 AU
from Pioneer 10 measurements, with a possible enhancement in the asteroid
belt and a cut-off at 3.3 AU. The 3-D distribution is still poorly known
[Ref. 39]. The optical depth is 10-6 - 10-7, mass density is about 10-19
kg/m3 , and the total mass is estimated at 10-16 - 10-17 kg. Assuming a mass
loss of 10 tons/s (by PR effect and by mutual collisions) the lifetime
should be limited to typically 104 - 10 years, unless there is an adequate
source for replenishment.

5.1.2. Collection of Particles. Normally, collection of particles is only
possible at low velocities relative to the collecting device. Nevertheless
development of capture cells flown on retrievable payloads is encouraging
(LDEF, MIR, Salyut, EURECA.

"* Collection in the stratosphere by high altitude aircrafts
[Ref. 41] of particles decelerated in the atmosphere is
interesting for particles in the 10-100 pm range.

"* Detection on board spacecrafts.

Several methods have been used:

"* Impact ionization detectors (small particles, 10-16 - 10-11 g) could
provide data on mass, velocity (rise time of signal), and incident
direction of particles. If coupled with a mass spectrometer
[Refs. 10, 21] the sensor also yields information on chemical
composition.

"* Penetration detectors: reliable and simple in design (capacitor,
pressurized cell, PVDF).

"* Acoustic sensors: reliable, detection area could be large, widely
used.

All of these sensors have been used in many spacecraft, in LEO or
interplanetary missions (Explorer, Pioneer, Pegasus, Ciotto, Vega)
[Refs. 5, 6, 7, 8].



218 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

5.1.3. Lunar Microcraters. The Moon is continuously hit by interplanetary
dust particles. Consequently the surface of samples collected on the moon
is covered by many high velocity impact craters with sizes ranging from
several millimeters to a fraction of micron. Actually extensive data have
been obtained by lunar microcraters counts [Refs. 4, 42]. Limitations are
due to possible contribution from ejecta coming from nearby impacts, with
a possible overestimate of small size craters, and to an inaccurate
determination of the exposure of the rock at the lunar surface
(uncertainties in the solar flare track record), see Fig. 5. Physical and
chemical properties of impacting particles could be inferred from the
geometry of impact craters and analysis of residus (Refs. 42, 46].

104
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Fig. 5: Lunar microcraters distribution [Ref. 43].

5.1.4. Meteors. When large interplanetary d.~st particles hit the upper
earth atmosphere, they partly melt and4 evaporate and ionize the surrounding
medium. The phenomena can be detected visually (or photographically) and
by radar techniques. Particles larger than 10-1 g can be detected and if
observations are made simultaneous in different locations, the orbit of the
body can be computed. In some rare occurrence fragments of meteorites are
found on the ground. Until now five chondrites have been recovered, and
their orbits determined: aphelia are situated with the asteroid belt, thus
implying that asteroids could have a source of chondritic meteorites and
possibly of cosmic dust [Refs. 11,18).
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5.1.5. ileteorites. Any sizable fragment of a meteor which survive passage

to the earth's surface is called a meteorite. Numerous meteorites have
been found, recognized by various non-terrestrial characteristics. The
earth collects about 105 kg per day; evidence of fall of large bodies is
given by meteorite craters (Meteor Crater, Arizona, 1.5 km in diamet• one
event every 150000 years (?)). Meteorites are classified in: Stones
(Chondrites 84%, Achondrites 8%), Stony-irons (1%) and Irons (7%).
Chondrites are characterized by the occurrence inside their matrix of small
rounded inclusions, whose age of formation is similar to the age of the
solar system (4.5 by). Chemical abundances are similar to the composition
of the sun, except for volatiles elements. Parent bodies of most of
chondrites are obviously asteroids or comets, as shown by orbital
determination of some recovered meteorites, Fig. 6. Comparison of
reflectance spectra of wteorites ana asteroids is used for identification
of different types [Ref. 36].

hib-

'b3',• .. :., /~,

Fig. 6: Meteorite computed orbits [Ref. 13].

5.2. FORCES ACTING ON INTERPLANETARY DUST PARTICLES

In the same manner as other celestial bodies the dust particles generally
orbit the sun under the action of several forces:

5.2.1. Gravitational:

* Solar gravitational attraction is the dominant force acting on

dust particles:

Fg(r) - GMm/r 2

G - 6.67 10-11 kg-Im- 2s 2 is the gravitational constant
M - 1.99 1020 kg is the solar mass
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"* Smaller gravitational perturbations (resonance, lagrangian points)
are caused by the planets. Significant orbit changes could occur
inside a distance of a planet if:

D - a. (ml/2M) 
1/3

a. - mean distance of the planet form the sun
ED - mass of the planet

"* The sphere of influence has a radius of 0.01 AU for Venus, Earth
and Mars and 0.5 AU for outer planets.

"* ORBITS: The manner of planetary motion was first established in
the seventeenth century by Kepler (Fig. 7):

/METEORmOI ORBITAL FLAK

ORBITAL ELEMENEITS

p O PIONT OF PmUIEION
q PERIIELION OISTANCE. ASTRONOMICAL UNITS
le. APHEIION DISTANCE. ASTRONOMICAL UNITS

% 111 * 1'I SEW-MAJOR AMS. ASTRONORI. UNITS
q'-q, * cq ncr

S * SUN
Y - OUICNTUIC POSITION OF THE VERNAL EOUINOX
I "INCLINATION OF METEOROIO ORITAL PlANE, DG

Z n-• * LONGITUDE OF ft•IatLIN DEG
0, LON4GITUDE OF ASIAN1O1NG NODE DEG

f- ASCENOING NONE
U, OtSUOMNOS NOODE
woI ARGUMENT OF PRINalJ• M

Fig. 7: Definition of orbital elements.

* Each planet (meteoroid) moves in an ellipse with the sun at one
focus.

r - a(l-e2)/l+e cosO

a - semi-major axis, e - eccentricity
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"* The lines between the sun and planets sweeps out equal areas in
equal amounts of time.

dA/dt - constant, A - area

"* The ratio of the cube of the semimajor axis to the square of the
period is the same for each planet (meteoroid).

a3/p2 - constant, p - period

"* VELOCITY EQUATION: This useful equation give the velocity as a
function of position:

v2-GM (2/r-I/a) M - mass of body at focus
G - gravitational constant

"* Roche's limit: Roche's limit is defined as the critical distance
at which a body with n2 tensile strength would be torn apart by
tidal forces. This notion is important for the discussions of
planetary rings. The Roche's limit for two touching particles is:

rR-(2M/m)"/ 3dr, dr - dimension on satellite body

5.2.2. Non aravitational:

"* Solar radiation pressure [Ref. 23]: Scattering or absorption of
solar radiation by particles induces a force directed radially
outwards, for spherical particles its value is:

Fr-Qpr I S2 Fo/c

s is the radius of the particle
F0 the solar irradiance (W cm- 2 sr-imm-1)

Qpr (-1 for s>lmm) an efficiency factor

"* The ratio of Fg/Fr generally used to evaluate the contribution of
the solar radiation pressure is given by:

S- 5.7 l0-7 Qpr/PS

The solar radiation pressure could be very efficient for particles smaller
than 1 mm at I AU.

* Poynting-Roberston effect [Ref. 22]: For a moving dust particle,
the incident solar radiation is displaced by an angle vt/c from the
radial direction (v, is the tangential component of the orbital
velocity). The particle motion causes scattering and thermal
emission to have a forward component. The result is a braking
force and a loss of energy and the particle slowly settles into a
smaller and smaller orbit, spiralling towards the sun. For a
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particle already in circular orbit at heliocentric distance r, the
time to spiral into the sun is given by:

tyr - 700 s p r 2 /Qpr

t is in years (within the range of 101 years for a typical dust
particle.)
s in pm is the radius of the particle
p in g/cm3 is the density of the particle
r in AU

Lorentz force [Refs. 24, 25]: The motion if IPD could be also
influenced by interplanetary or planetary magnetic fields if they
are electrically charged (potential taken by small particles is
typically 10-100 volts). However the magnitude of this force is
small and its effect a matter of debate.

F- q v x B

* A further cause of orbital perturbation is the mutual collisions
[Ref. 4] between interplanetary particles which result in
fragmentation, destruction or change in velocity (magnitude and
direction) of the particles.

5.3. PHYSICAL PROPERTIES

Most of the data come from particles collected in the upper atmosphere
[Ref. 41], observation of meteors [Refs. 18, 11], and study of impact
microcraters [Refs. 6, 17]. Shape is complex but roughly equidimensional.
Collected dust has a density in the range 1-3 g/cm3 ; observation data
indicate that the density is lower for large particles and higher for small
particles. Such a density is consistent with a cometary origin.

"• Albedo: from zodiacal light measurements [Ref. 19] a value of
A - 0.09 is obtained. This value is characteristic of the high
carbon content of the collected particles (chondritic material).

"* Composition: It is possible to define among collected particles,
three categories:

"• Chondritic particles (60%), aggregates of smaller grains (0.1 mm),
evidence of chondritic abundance for major elements (primitive
matter).

"• Small spherules (30%) composed of iron-sulfur-nickel could be the
result of melting during entry.

"* Mafic silicates, olivine and pyroxene rich (10%).

The results are consistent with spectroscopic measurements made by
Helios [Ref. 21]. Data obtained upon the Halley fly-by on cometary dust
indicate a very dark surface (A-4%) and silicate type particles coated by
an organic component. New data are expected from the analysis of remnants

inside impact craters formed on materials exposed to space and retrieved
(LDEF, MIR) [Refs. 6, 8, 17], see Table 4.
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Table 4: Composition of interplanetary dust particles.

CHEMICAL COMPOSITION OF IPD PARTICLES BY WEIGHT
NORMALIZED TO SILICON (14-6)

Element Fraction

Na 0.04

Mg 0.74

Al 0.06

Si 1.00

S 0.40

K 0.01

Ca 0.07

Cr 0.02

Mn 0.03

Fe 1.25

Ni 0.08

SUMMARY OF DATA:

- Mass: 10-16 g to Ig

* Density: 0.2 g/cm3 to 8 g/cm3 , with the following possible
distribution:

m < 10-6 g p - 2 g/cm3

10-6 < M < 0.01 g p - I g/cm 3

m > 0.01 g p - 0.5 g/cm3

* Average velocity: 20 km/s

, Shape: Equidimensional

5.4. FLUX-MASS MODELS

* Flux: Omnidirectional and is given in terms of integral flux:
number of particles/m2/s of mass m or greater against a randomly
tumbling plate (2x sr field of view).

The model proposed in the NASA SP-8013 (1969) [Refs. 2, 3] is still

largely used:
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Average cumulative sporadic flux mass model is given as:

10-6 < M < 1 g log N.P- -14.41 -1.22 log m

10-12 < m < 10-6 g log N.P- -14.339 - 1.584 log m - 0.063 (log M)2

Nap is the number of particles of mass m or greater per m2 per
second and m is the mass in grams. The model is valid at 1 AU
from the sun and must be corrected for earth focusing.

A slightly different model from Grun, et al. [Ref. 42] has been
proposed for the space station environment definition (B.J. Anderson) in
NASA SSP 30425 [Ref. 44]:

Interplanetary flux at 1 AU is given as:

Fip - (c m°0.30 6 + c 2 )-4.38 + c 3 (M + c 4Mi2 
+ c 5m 4) 0- 3 6 + C6 (M +c 7 m2 )-0. 85

where: cl - 2.2 103 c5 - 1027

C2 - 15 c 6 - 1.3 10-16
C3 - 1. 3 10-1 C7 _ 106

c 4 - 101l

"* The variation with heliocentric distance is given as R-l'• (R in
AU)

"* Rapid decrease with distance from ecliptic plane.

Figure 8 shows current model (Grun) of the interplanetary flux at
1 AU.

* MODIFICATION OF FLUX NEAR A PLANET:

"* For planetary shielding:

shielding factor : sf - (1 + cos e)/2

with sin e - Rp / (Rp + H)

S- planetary radius
H hei ht above atmosphere

"* For gravitational focusing:

C - 1 + (.76 R VP2rp) / Ve 2 r

where: rp distance from planet center
r distance from planet center
R distance of the planet from the sun in AU
VP and V. escape velocities from planet and earth
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Fig. 8: Interplanetary flux at 1 AU.

5.5. VARIATION WITH HELIOCENTRIC DISTANCE

Before the Pioneer 10 and Pioneer 11 missions, no measurements have been
made of the concentration of meteoroids beyond 1.6 AU. Results from
observation of cometary meteors implies a variation of the spatial density
of cometary meteoroids as R-1 to R-1 5 (R is the distance from the sun in
AU). Results from Pioneers [Ref. 271 show that the spatial density of
meteoroids larger 10-9 g is essentially constant between 1 and 18 AU
(penetration flux lO-6 /m 2/s). There was no increase of particles in the
size range within the asteroid belt. The increase of penetrations observed
at Jupiter orbit (lO- 3 /m 2/s at 3 Rj) is in agreement with the increased
predicted by gravitational focusing for meteoroids in near circular orbits.
At Saturn encounter the same increase was observed, probably the result of
impact of ring particles, not meteoroids (ring E, at 3.1 Rs, penetration
rate 10- 3/m 2/s). The small meteoroids between the asteroid belt and
Jupiter orbit are believed to be in eccentric orbits inclined with respect
to the ecliptic plane.

5.6. SPORADIC METEOROIDS AND STREAMS

Noticeable increases in the average rate of meteor activity have been
observed at regular intervals during the year. These increases are caused
by the passage of the earth through a stream of particles traveling in
similar heliocentric orbits. These streams are associated in general with
comets, but some of them could be associated with asteroids [Refs. 18, 31,
32, 33, 341. For a mission of short duration in LEO, or an interplanetary
mission, it is necessary to take into account the crossing of the different
streams by the spacecraft. (See Table 5.)
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Data on the size distribution of particles inside individual streams
are scarce, mainly for the particles smaller than 10-6 g (not visible from
meteor activity); however, a model has been proposed in the NASA SP-8013
monography [Refs. 2, 11, 18, 33, 38].

for 10-6 < m < 1 g:

log N5 t - -14.41 - log m - 4. log (V.,/20) + log F

Not is the number of stream particles of mass m or greater
(per m2/s)

Vat is the velocity of each stream in km/s
F stream flux enhancement factor

For a peculiar mission, taking into account the orbital elements of
each stream and the orbit of the spacecraft, it is possible to compute the
flux enhancement due to the crossing of the meteor streams. As the flux
is no longer omnidirectional, flux and impact velocity shuuld be computed
for the various faces of the spacecraft. Full details on computation are
given in [Ref. 16].

5.7. RINGS OF PARTICLES

Three of the outer planets have prominent ring systems, probably particles
left-over from planetary formation. The inner planets are devoid of any
rings, perhaps because they are too near the sun for icy materials to have
condensed on any such remnants (see Table 6).

Jupiter. A ring of material has been discovered by Voyager 1, its
outer edge extends 129000 km from the center of the planet. It is 800 km
wide and less than 30 km thick. Optical depth of the ring material is
within the range of 10-' in the thermal infrared. Most of the particles
must be micron sized particles; they are very dark (carbonaceous material).

Saturn. Its rings system is one of the most prominent feature of
Saturn. It is extremely complex as shown by Voyager missions. Rings A and
B were discovered by Huyghens in 1659 and separated by the Cassini
division. Several other rings have been added, see Fig. 9. They are
divided in numerous ringlets, and beyond the present resolution of 100
meters, yet finer structure may exist. Diffuse radial markings, the
spokes, are thought to result from interactions between the ring particles,
the magnetospheric ions and electrons and the magnetic field of Saturn.
Most of the intricate features of the rings result from a variety of
gravitational interactions (between particles themselves and between
satellites). The satellites could be an important source of ring
particles; the Roche's limit criteria is of primordial importance for the
formation of the rings. It lies outside the rings for Jupiter and Uranus
and at the distance of the Cassini division for Saturn. Ring particles for
Saturn could have diameters between 5 mm and 5 m. Water ice is one of the
major components of particles.
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Table 6: Data on ring particles.

Feature Distance Distance Period Comments
(kmn) (R.)b (hours)

Cloud topsc 60,330 1.000 10.657 Near 100-m bar
level

D ring inner edge -67,000 1.11 4.91 Extremely small
optical depth

C ring inner edge 7 3 , 2 0 0 d 1.21 5.61

B ring inner edge 9 2 , 2 0 0 d 1.53 7.93

B ring outer edge 1 1 7 , 5 0 0 d 1.95 11.41 Inner edge of
Cassini division

A ring inner edge 1 2 1 , 0 0 0 d 2.01 11.93

Encke division 1 3 3 , 50 0 d 2.21 13.82 Outer edge of
Cassini division

A ring outer edge 1 3 6 , 20 0 d 2.26 14.24 About 200-km wide

F ring -140,600 2.33 14.94 Three narrow
components

G ring -170,000 2.8 19.9 Seen only in
forward-scattered

light

E ring inner edge -210,000 3.5 27.3

E ring maximum -230,000 3.8 31.3 Near orbit of
Enceladus

E ring outer edge -300,000 5.0 46.6

Uranus. The nine rings of Uranus are very narrow (between 3 km and
100 km). They are very dark, with an albedo lower than 2.5% (carbonaceous
material). Most of the particles should be smaller than 1 meter in radius.
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Fig. 9: The rings of Saturn [Ref. 1].

6. Concluding Remarks

Modeling of interplanetary space is a complex and very wide task. As far
as the interplanetary dust particles are concerned, in the recent years
valuable data have been gathered from the many space experiments devoted
to their study. Many uncertainties still remain in the modeling, and it
is unlikely that a unique model could be valid for the different regions
of the solar system [Ref. 45]. From the engineering point of view,
realistic simulation of effects on spacecraft of very high velocity
particles is still a challenge, as it was the case during the design of the
Giotto encounter with Halley's comet.
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ATOMIC OXYGEN AND ITS EFFECT ON MATERIALS

R. C. TENNYSON
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ABSTRACT. This lecture addresses the issue of atomic oxygen and its effect
on the erosion of spacecraft materials. The nature of the reaction with
materials is discussed together with observations from various shuttle
experiments, the Long Duration Exposure Facility and ground based atomic
oxygen test facilities. In addition, synergistic effects due to UV
radiation are examined. Protective coatings and their limitations arising
from pin hole defects and micrometeoroid/debris impacts are also
considered. Finally, design implications are addressed in terms of
material lifetime predictions.

1. Atomic Oxygen Environment

The space environment is characterized by the presence of very low pressure
(vacuum), with various atomic species in low concentrations, charged
particles, temperature extremes, electromagnetic radiation, micrometeoroids
and man-made debris. To some extent, all of the factors influence the
design of satellites, depending upon orbital altitude. For this
discussion, "space" is defined as beginning at the lowest altitude
(nominally around 225 km) that permits a satellite to continuously orbit
the Earth. It is evident from Fig. 1 [Ref. 1] that various atomic species
exist in the low earth orbit region (LEO), with charged particles
populating the higher altitudes (>103 km). Note the influence of solar
activity on the concentration levels. Figure 2 [Ref. 2] presents in more
detail the concentration levels of the various gaseous species in LEO and
it is clear that atomic oxygen (AO) is the dominant constituent. Although
the AO concentration value may appear to be insignificant compared to the
particle concertration at the Earth's surface (-1019 a/cm3 ), the actual
flux of atoms impinging on an orbiting vehicle is quite high (-1014
a/cm2-s) due to the satellite orbital velocity of -8 km/sec (see Fig. 3,
[Ref. 2]). This corresponds to a mean AO energy of -4.8 ev (Fig. 4,
[Ref. 3]).

Space systems operating in a low Earth orbit environment for long
periods of time require materials which are stable in that environment.
Since the U.S. Space Shuttle began operations, it has been determined that
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AO has caused significant erosion of many materials [enhanced in some
instances by the presence of ultraviolet (UV) radiation], particularly
polymers and polymer-based composites. These materials are of special
interest because of their applications to space structures, space robots
and manipulator arms (e.g. , Canadarm on the Shuttle and the Mobile Service
System for the Space Station), solar arrays, thermal blankets and second
surface mirrors for example. Experience has shown that even a short-term
exposure to this environment can have harmful effects on spacecraft
surfaces, particularly if they are composed of or covered with organic
materials. Organic polymers are especially important to the design of
present and future generations of spacecraft power systems. However,
because of atomic oxygen, irreversible degradation of material properties
can occur (optical, electrical, thermal and mechanical).

2. Atomic Oxygen Reaction with Materials

Atomic oxygen (ground state neutral) is produced by dissociation of 02 by
the vacuum UV radiation (VUV, 1000-2000 A where 1 A - 10-8 cm) i.e., 02 +

hv -. 0 + 0 as shown in Fig. 5. Subsequent interaction of AO with a
material can lead to erosion or growth of an adherent oxide. As
illustrated in Fig. 5, erosion is caused by the formation of volatile
oxides (ex: CO) or a non adherent oxide such as occurs with silver (Ag).

UV Spectrum VUV Far UV Near UV
W() (1000 -2000A) (2000 - 3000 A) (3000 -4000A)

02 990

0+0 0+0

Satellite 8km/sec
Velocity m

S' . .Volatile Oxides

Adherent GROWfH d EROSION (ex CO)
Oxide or Non Adherent
(Ox: Silicon) Oxide (Ox: Ag)

UV Energy
Absorbed
by Molecules

E = 2.86xl 0 (k cal/mole)

Fig. 5: Reaction of atomic oxygen and UV radiation with a satellite
surface.



TENNYSON 237

On the other hand, it is also possible for AG to promote the growth of
stable adherent oxides (ex: with silicon coatings). Erosion can also be
enhanced by the interaction of UV radiation, in which molecular bonds can
be broken through the absorption of UV energy, given by the relation [Ref.
4].

E = 2.86 x 105 (K cal/mole)*

where I - wavelength (A).

• Note: the conversion to electron volts (ev) is I ev 2 23.06 Kcal/mole.

It is clear from data available on chemical bond energies shown in
Table I [from Ref. 4] that several chemical bonds can in fact be broken by
the shorter wavelength VUV radiation.

Various reaction mechanisms have been proposed [Ref. 5] to account
for material degradation due to AO. These include:

• abstraction of atoms directly from compounds,

. attachment of 0 atom to a compound with subsequent elimination of
excited state molecule,

0 insertion of 0 atom between two bound atoms with possible portion
of molecule departing from the compound as a radical.

Table 1: Chemical Bond Energy* [from Ref. 4].

Bond Energy
Bond (K cal./mole. 25°)

C-C 82.6
C-C 145.8
C-C 199.6
C-N 72.8
C-N 147
C-N 212.6
C-0 85.5
C-0 aldehydes 176
C-0 ketones 179
C-S 65

N-N 39
N-N I00
Si-O silicones 106**

• All values are deduced from aliphatic compounds and are taken
from T.L. Cottrell, "The strengths of Chemical Bonds,"
Butterworths Scientific Publications, London (1958).

•* Doubtful value.
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To illustrate how erosion can occur, consider the potential energy
diagram for two carbon atoms (C) interacting with an incident oxygen atom
(0) having a velocity V, and energy Ez higher than the farfield repulsive
level (see Fig. 6). The attractive (V*) and repulsive (V-) energy curves
are shown intersecting at some distance R.. The erosion model being
considered here requires the 0 atom to first bond to the carbon atoms. The
probability of this occurring is given by the probability that the 0 atom
will cross the curves quantum mechanically at R, at an energy E*, thus
occupying the lowest energy level shown at z - 0. Once bonded to the
carbon atoms, it is possible to consider a subsequent impact at this bond
site by another 0 atom having sufficient energy to break a C-O bond,
releasing the volatile C-O gas and leaving a vacancy in the carbon
structure. This combinacion of chemical bonding - physical removal of a
volatile is shown schematically in Fig. 7. The strength of the carbon bond
(D.) is about 7.4 ev. If an incident 0 atom strikes the surface with an
energy < 7.4 ev, such that physical sputtering of a carbon atom off the
surface does not occur (recall in LEO that the mean energy for AO is
- 4.8 ev), then there exists a probability that it will chemically bond to

two adjacent carbon atoms as shown. The strength of the C-O bond is
-13.1 ev. Noting that the strength of the CmO gas phase bond is - 11.4 ev,
then an incident oxygen atom with an energy >1.7 ev can result in the
departure of the volatile C=O with a vacancy site opened in the carbon
surface. Calculation of the curve crossing probability function is
complex, and to-date the author is unaware of any theoretical predictions
of erosion rates using this model.

t z

R/ VZ

b C

I.- a-4

V( R)

\\V_

Attractive
T V+
1z -0-

lowest A Repulsive

z.iO RO R

Fig. 6: Potential Energy Diagram for Oxygen Atom and Carbon Bonding.
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a) Chemical Bonding Process
II I II I

-C-C -C-C 0
I U 4-0 I I1

=C-C =C-C
I I I I

-C-C E<7.eV -C-C
I II I II

7.4eVe Strength of Strength ofU Carbon Bond C -0 13.1 eV

Solid Bond

b) Physical Removal Process

II I II I
-C-C -C-C

I Io--o I Ga,==C -C • .,.C C-=O
I I i> -

-C-C E 1.7eV -C-C
I II I II

~) tStrength ofC CE OGas 11.4eV1 eV Phase Bond

Fig. 7: Atomic Oxygen Erosion Process Graphite Example.

3. Atomic Oxygen Flux on Spacecraft Surfaces

Atomic oxygen flux (P) incident on a spacecraft in the ram direction
(i.e. in the direction of the velocity vector) can be calculated as a
function of orbital altitude from the relation,

0 - NV (atoms/cm2 
- S)

where N - number density (atoms/cm3 )

V - velocity (cm/s)

For example, Fig. 2 shows that at an altitude of - 400 km,

N 108 a/cm3 and for

V - 8 km/s then

0 8 x 1013 a/cm2- s
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assuming a standard atmosphere condition (i.e. not taking into account
variations in AO density due to solar activity).

However, corrections should be considered due to orbital inclination
and atmospheric motion as well as the random Maxwellian thermal motion of
the oxygen atoms which correspond to about 0.49 km/s and 0.41 km/s,
respectively [Refs. 3, 6]. In addition one must take into account the
angular position away from the ram direction to correct for incident flux
as well. As a first approximation one can modify the incident flux using
the equation

0 - NV cos a

where a - angle of incidence relative to the velocity vector.

Because of the random thermal velocity component it has been shown
[Refs. 3, 6] that AO can impinge on surfaces at a > 900. Figure 8 [from
Ref. 6] illustrates that a can reach about 1050. Variations of flux with
altitude and angle of incidence are shown in Fig. 9 [Ref. 6]. Erosion data
from ground based simulator tests illustrate this angular dependence, as
shown in Figs. 10 and 11 for KaptonO and Teflon0 (thin film polymer
dielectric materials).

14

Z•13-

CALCULATION
S• METHOD

V• 12- "" -- '" Function(U)

S. Cos (4)

g ALTITUDE = 400 km

0 STD ATMOSPHERE

10

0 20 ;0 60 80 100 120

INCIDENCE ANGLE, degrees

Fig. 8: Effect of Molecular Thermal Velocity on Atomic Oxygen Flux
[Ref. 6].
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Fig. 9: Atomic Oxygen Flux, Average Conditions [Ref. 6].
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Fig. 11: Effect of AO Beam Angle FEP TEFLON 500C.

4. Material Erosion Data

The characteristic used to quantify the susceptibility of a material to
erosion by atomic oxygen is the 'erosion yield" (R., also referred to as
"reaction efficiency"). This parameter is defined as

R. - Volume of Material Lost (cm3 /atom)
Total No. Of Incident 0 Atoms

R. can be calculated using the relation, R. = __/P

Ot A

where Am - mass loss (g)

p - material density (g/cm3 )

S- incident AO flux (atoms/cm2- s)

t - exposure time (s)

A - exposed surface area (cm2 )

Note that the product Ot - F yields the total fluence of oxygen atoms.
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4.1. SPACE FLIGHT DATA

Reaction of AO with a variety of materials was reported by Leger [Ref. 7]
as early as 1982, for STS missions 1-3 and in 1984 for flights 3-8
[Ref. 8]. However, it should be noted that laboratory test data from
plasma asher experiments were available as early as 1965 demonstrating the
effect of atomic oxygen on polymers [Ref. 9]. The most extensive data base
available to-date has been compiled in Ref. 10. For design purposes,
classification of this data into erosion yield ranges is given in Table 2.
To illustrate the effect of AO on the surface morphology of materials
during the erosion process, Figs. 12 and 13 present SEM (scanning electron
microscope) photographs of Kapton*, graphite/epoxy and TeflonO samples
taken from STS - 41G and the Solar Max satellite.

Perhaps the greatest single source of materials degradation data will
emerge from the on-going analysis of the NASA Long Duration Exposure
Facility (LDEF) which spent 5.8 years in LEO and was retrieved in January
1990.

Table 2: Classification of Erosion Yield Data [Ref. 10].

Erosion Yield Range (10-24 cm3/atom)

.01 - .09 .1 - .9 1.0 - 1.9 2 - 4 > 4

A], 0, Polysiloxanel Various forms Kapton H Silver
Kapton of Carbon Polymide

Al coated Kapton (ARO Kapron)
Epoxies Polycarbonate

Diamond Siloxanel Resin
Polymide Polystyrene

ITO/Kapton Polyester
Polvsilane/ Polybenzinudazole

Si Ox/Kapton Polymide Polysuiphone
(aluminized)

40)-ClO PMMA
Silicones (flat black)

Mylar
R7V-615 (clear) Z-306

(flat black) Polyethylene
Fluorpobwmers

Urethane Tedlar
Teflon FEP (black (clear)

conductive)
Magnesium Z-302

Fluoride on Glass Apiezon Grease (glossy black)

Molybdenum Tedlar (white) Various forms of
Graphite/Epoxy

Osmium (bulk)

Kevlar/Epoxy
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A schematic of this satellite is shown in Fig. 14, together with the
location of the author's composite experiment. The actual fluence of AO
impinging on this experiment was estimated at 1.2 x 1021 atoms/cm2 , even
though it was located 90° from the leading edge (82° from the velocity
vector due to an 8" angle of yaw).

Despite this location, substantial erosion of the outer resin (epoxy)
layer of a composite laminate can be seen in Fig. 15, comparing the
unexposed region (a) with the exposed area (b). The triangle shaped
patterns are associated with the AO impacting the surface at 8' above the
plane (i.e., grazing incidence). For the fluence level encountered, only
the top resin layer was eroded as evidenced in the cross-sectional SEM
photographs shown in Fig. 16. Photograph (a) shows the resin layer and
interface with the potting compound while photograph (b) clearly shows the
absence of this resin layer.

It was also observed that AO reflected off adjacent structures and
reacted with the back faces of the composite laminates (i.e. non exposed).
Figure 17 illustrates the texture obtained which is characteristic of
"normal incidence" erosion, i.e. not directional like the exposed face
shown in Fig. 16.

Kapton® (x5000) Graphite/Epoxy (xi000)

Fig. 12: SEN Photographs of Exposed Materials from STS-41G-ACOMEX
Experiment (Courtesy of D.G. Zimcik, Canadian Space Agency).
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Teflon exposed to atomic oxygen and Detail of Teflon exposed to atomic

UV (1000x) oxygen and UV (5000x)

Fig. 13: SEM Photographs from SOLAR MAX Satellite (from B. Santos-Mason,
[Ref. 11]).

Vdo*

I IIrto

l ob• 

AM-•180t 

2

I •T• IDa Ti.m. 4 Fls~

Fig. 14: Schematic of LDEF showing location of author's composite
experiment.
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.131 2S O0h '4. 10M -3 D

Fig. 15: SEM Photographs of Graphite/Epoxy LDEF Sample

a) 3mm from end fixture (note boundary between unexposed/exposed regions)
b) 6 mm from end fixture-exposed region.

TopSurface
(Exposed)

Bottom Surface

(Unexposed)

Fig. 16: Cross-Sectional SEM Micrographs of Graphite/Epoxy LDEF Sample
(F15) (7 mm from end fixture, out of shadow region). Arrows indicate
sample interface with potting compound.
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Fig. 17: SEM Photograph of Area Subjected to Reflected AO on Unexposed
Face of Graphite/Epoxy Laminate (x2000).

Composite tubes were also flown on LDEF and this provided an
opportunity to study the erosion profiles as a function of angle of
incidence. Figures 18 and 19 present cross-sectional SEM photographs at
different angular positions around the tube (note a - 8* corresponds to the
'ram' direction for LDEF). One can readily see the difference in erosion
depth and material loss when one compares a-30* to a-90° (i.e.: grazing
incidence). Very little erosion occurred at 90" whereas substantial loss
of the composite reinforcing fibers can be seen at a-30°.

4.2 GROUND BASED AO/UV SIMULATION TESTS

A recent review of AO ground based test facilities can be found in Ref. 12.
One such facility resides at the University of Toronto Institute for
Aerospace Studies (UTIAS) and has been used extensively to investigate AO
reaction with thin film polymers, polymer matrix composites and various
coatings (Ref. 12]. Table 3 [Ref. 14] presents simulator data on erosion
yields (R.) for several materials compared with flight data from Ref. 15.
Figure 20 contains SEM erosion photographs for two thin film polymer
materials tested in the UTIAS AO facility; KaptonS and MylarO. It is known
that UV radiation can accelerate the AO erosion process. Tests conducted
clearly demonstrate enhanced erosion rates for FEP TeflonO as evidenced in
Fig. 21.
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Erosian Pattern at Ca =300 Erosian Pattern at Ct =650

Fig. 18: Cross-sectional SEM photographs at indicated angular positions
around the tube (a - 8" is LDEF ram direction).

Erosian Pattern at aL =750 Erosian Pattern at Ut =900

Fig. 19: Cross-sectional SEM photographs at indicated angular positions
around the tube (a - 8° is LDEF ram direction).
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KaptonO® (xS000) Mylar® (xl10"0)

Fig. 20: SEM Photographs of Materials tested in UTIAS AO Simulator
(F - 1020 atoms/cm2 ).

Atomic Oxygen Erouion of FEP TEFLON

Con'sned Effect of AO and UV
2.0 , I r1LU I

5.5 $.t,:t, 230

33.0 O.77.10* 35 S

vuv . ' I. s ES

1.6

! 1.0

'( 10 16 20 2666 WO 46 Z60 F6
A0 ExpoWsu Time (he)S6.60m - 1a.0m

-7- 13.0 m. iN

Fig. 21: Atomic Oxygen Erosion of FEP TEFLON
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Table 3: Comparison with LEO Flight Data [Ref. 14].

Flight Data [Ref. 15] AO Simulator
MaterialMaterial R, (cm3/atom) R./(R.) Kapton R./(R.) Kapton

Kapton-H 3x10-2 4  1 1

Polyethylene 3.7 1.23 0.987
Mylar 3.4 1.13 1.360
Tedlar 3.2 1.07 1.260
Pyrolytic Graphite - - 0.318
HOPG* 0.478
Carbon 0.9-1.7 0.30-0.57 -

Teflon FEP <0.05 <0.017 0.017-0.031
Graphite Epoxy

1034C 2.1 0.70
5208/T300 2.6 0.87 -

AS4/3501-6 - - 1.037
PEEK

APC-2/AS4 - 0.738

* Highly Oriented Pyrolytic Graphite

4.3. NOMOGRAM FOR CALCULATING MATERIAL THICKNESS LOSS

To assist the reader in estimating material thickness loss for a given AO
fluence level, a nomogram has been prepared (Fig. 22). Generally, the
design engineer knows the altitude and time in orbit required for a
specific satellite application and mission. The intersection of these two
lines defines a fluence level, as shown in Fig. 22 for a particular
example. One then follows the constant fluence curve until one intersects
the specific material erosion curve (see Table 2 for data). Moving
horizontally from this point of intersection gives the thickness loss in
microns (10-6 m). This value corresponds to the worst case, i.e. the "ram"
direction, assuming a standard atmosphere.

Any corrections for solar activity can be estimated from Fig. 3.
Finally, angle of incidence correction off the ram direction can be applied
to the "thickness loss" using the nomogram table.

5. Protective Coatings

One method of protecting materials from AO erosion is to employ barrier
coatings having the following properties:

* the barrier must, of course, be resistant to atomic oxygen

bombardment;

* it should be flexible, abrasion-resistant, and allow adhesive
bonding;
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Fig. 22: Nomogram for Calculating Atomic Oxygen (AO) Fluence and Material
Thickness Loss as a Function of Orbital Altitude, Time in Orbit and Angle
of Incidence (8 km/s Ram, Std. Atm.).

nF it should be VUV tolerant, but not alter the substrate's
properties;

a finally, surface conductivity should be high in order to prevent
the build-up of harmful potential gradients that might result
from charging.

As an example, amorphous silicon coatings (a - Si:nH) were tested in
the AG beam facility. These coatings were deposited on quartz crystals and
in-situ mass loss measurements made as a function of exposure time by
observing their frequency shift (Ref. 6]. Results of these tests are shown
in Fig. 23. The "control" sample was exposed only to the vacuum
environment.

Although there is initial mass loss for all samples, this is
associated with outgassing and "cleaning" of the surface. However, it is
readily apparent that the coating stabilizes with no subsequent mass loss
after this initial pha!:e of outgassing.

There has been considerable research undertaken over the past few
years to develop diamond films and coatings. They provide superior
properties to other materials for certain applications (ex: hardness, wear
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Fig. 23: Mass Loss of Si:n-H Coatings Exposed to Atomic Oxygen.

resistance, etc.), and it was decided to study their resistance to AO.
Consequently, a thin diamond coating (Fig. 24a) was applied to a substrate
and tested in the AO beam facility at UTIAS. It u observed that the
surface darkened considerably and SEM analysis (Fig. 24b) indicated
striations on the crystal faces. Furthermore, some mass loss was also
recorded, resulting in an erosion yield equal to -1.2% of that for Kapton®.

One of the difficulties associated with coatings is the presence of
pinhole defects. In addition, micrometeoroids and debris will also impact
space structures and because of their high energies, cause local craters
and cracking in the coatings. The nature of the interface bond between the
coating and substrate will play an important role in determining the extent
to which the coating will flake off. This will be exacerbated in the
presence of AO which can penetrate through to the substrate and cause
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JM

(a) Unexposed (x3500) (b) Exposed (x3500)

(c) Exposed (x15000) 2 -3 1b

Fig. 24: SEM Photographs of Diamond Film Before (a) and After (b,c)
Exposure to Atomic Oxygen.

erosion. The illustrations shown in Fig. 25 and Fig. 26 [from Ref. 17]
depict the effects of AO impinging on a reactive substrate through such a
defect. Directional effects are quite clear and the potential for serious
undercutting due to swept AO impingement is evident. The actual growth of
undercutting was measured as a function of time in a plasma asher
experiment reported in Ref. 10. Figure 27 presents these results for
several defect sites.
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00 0

ProtectiveCotn

Organic Substrate . .
0I o I

Fig. 25: [Ref. 17].

Fig. 26: [Ref. 17].

6. Effect of AO on Optical Properties

4 Reference 5 contains a summary of optical properties measured on a variety
of materials subjected to the AO environment. The most significant changes
observed in solar absorbtance and reflectance occurred on exposed organicI surfaces.
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Undercutting Radius (microns)

ii

Fig. 27: Atomic Oxygen Undercutting of Defects [Ref. 10].
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ULTRAVIOLET AND VACUUM-ULTRAVIOLET RADIATION EFFECTS ON SPACECRAFT THERMAL
CONTROL MATERIALS

A. E. STIEGMAN and RANTY H. LIANG
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California Institute of Technology
4800 Oak Grove Dr.
Pasadena, CA 91109

Ultraviolet (UV) and vacuum ultraviolet (VUV) light has been found to
contribute significantly to materials degradation in earth orbiting
spacecraft. UV/VUV radiation is ubiquitous, occurring at all orbital
altitudes and, while the effects of degradation sources such as atomic
oxygen may be more pronounced at certain altitudes (e.g. low earth orbit),
damage due to UV/VUV radiation will be present in all orbiting vehicles.
Of the materials used in spacecraft construction thermal control materials
(e.g. blankets and paints) show the most significant degradation due to

UV/VUV exposure. This degradation manifests itself as surface erosion in
polymers and as an increase in absorptivity (darkening) in both polymers
and thermal paints. It is this change in absorbance that compromises the
thermal control properties of the materials. The temperature of the
spacecraft is proportional to the ratio of its solar absorptivity (a.1oar)
to its emissivity (e).

Tspacecraft ' asolar/E

Typically, emissivity of thermal control coatings does not change.
Therefore, if the absorptivity of the thermal control materials increase
with time then there will be a concomitant increase in the temperature of
the spacecraft. Indeed, data from both flight experiments and laboratory
tests accumulated over the past ten years indicates that problems related
to VUV exposure can be severe. For example, organic materials, specifically
aluminized Kapton and silverized Teflon thermal blanketing materials
recovered from the Solar Maximum Mission satellite, showed severe
degradation. The thermal blankets, which were in low-earth orbit for four
years and two months, showed degradation characterized by extensive pitting
and erosion with the most severe decay occurring on surfaces exposed to
both UV/VUV and atomic oxygen. It is clear that long term space exposure
of these materials will greatly compromise their thermal control integrity.

Dramatic materials degradation was also observed on the Long Duration
Exposure Facility (LDEF) satellite. Consistent with what was seen on the
Solar Maximum satellite the KaptonO and TeflonO thermal blanketing
materials showed severe degradation. The most severe degradation was found
for samples attached to the leading edge of the satellite which received
VUV and oxygen atom exposure however, the trailing edge, which experienced
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predominantly VUV impingement, also showed very significant amounts of
erosion. Furthermore, thermal control paints applied to the trailing edge
showed severe darkening. The VUV induced changes in these material can
significantly change their absorptivity thus compromising their thermal
control characteristics.

The most comprehensive flight data collected on UV/VUV degradation
of thermal control materials was recovered from the ML 12 Thermal Control
Coatings Experiment aboard the Apacecraft Charging At High Altitudes
(SCATHA) satellite. The ML 12 experiment consisted of 16 calorimetrically
mounted thermal control coatings for continuous determination of solar
absorptivity and temperature controlled quartz crystal microbalances for
continuous monitoring of weight changes that may be associated with
decomposition or contamination deposition. The experiment was mounted on
the minimum contamination "belly band" of the spinning SCATHA satellite.
The experiment, which was launched February 2, 1979 to an orbit of 27,600
x 43,300 km provided continuous data in excess of 10 years. The results of
this extensive flight experiment, analyzed and reported by Aerospace Corp.,
provided an unequivocal demonstration of the degradation of thermal
properties by UV/VUV radiation

The changes in solar absorptivity (as) as a function of time in orbit
for Silver TeflonO and aluminized Kapton* thermal blankets are shown in
Figs. 1 and 2 respectively.
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Fig. 1: Changes in solar absorptivity of silver Teflon* with orbit
duration.
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Fig. 2: Changes in solar absorptivity of aluminized and ITO coated KaptonO
with orbit duration.

Clearly, the solar absorptivity of these thermal blanketing materials
shows a sharp rate of increase early in the mission. For all of the samples
the absorptivity appears to plateau and approach a constant value which is,
for some of the material, greater than a factor of two higher than it was
initially. This increase in absorptivity can result, assuming a constant
emissivity, in a considerable increase in spacecraft temperature. It is
worth noting that the polished gold and aluminum reflectors flown on SCATHA
showed virtually no change in absorptivity for the duration of the mission
suggesting that the absorptivity changes observed in the thermal
blankets was due to radiation induced changes in the materials themselves
and not from deposited contaminants.

A fundamental understanding of how polymers degrade under UV/VUV
radiation can be gained by analyzing the microscopic photophysics and
photochemistry of organic systems in the solar spectral region.

The spectral region in which organic polymers show significant
absorption of radiation extends from about 300 nm in the near W to about
100 nm in the VUV. The solar irradiance in this spectral region is shown
in Fig. 3. In the region of highest energy, 100-150 nm, the major component
(- 80%) of the irradiance is due to the Lyman-alpha line of atomic hydrogen
occurring at 121 nm. At wavelengths higher than 150 nm the flux increases
dramatically with by far the greatest flux occurring in the 10Q to 300 nm
region. While the contribution to the solar flux in the 100-150 rum range

I -
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Fig. 3: Solar spectral irradiance.

is lower, damage due to this region may be significant due to the high
energy. Conversely, the low energy region (150-300 nm) of the spectrum has
a sufficiently high flux that the contribution of this spectral region to
materials degradation may be significant. A primary goal of this study is
to ascertain which spectral regions, and which photophysical processes
associated with those regions, represent the major degradation pathways in
organic polymeric materials.

For organic molecules the absorption of light in the region of the
spectrum from 100 to 300 nm results in electronic excitations yielding
excited state species that are, potentially, highly reactive. It is the
reactivity of these energetic states on a molecular level that leads to
degradation on a macroscopic scale. The energy of these excited states is
dependent on the wavelength of the exciting light while their population
is dependent on the photon flux at that wavelength. In general we can, a
priori, define a number of primary photophysical processes, all potentially
leading to degradation. These process can be divided roughly into two
categories corresponding to two wavelength regions of the exciting light:
the low energy range from 180-300 nm and the high energy region from
100-180 nm. The photoprocesses associated with these regions are shown in
Fig 4.

The low energy part of this spectral range of about 220-300 nm (the
high flux region of the solar spectrum), corresponds to electronic
excitations into the lowest excited states of the molecule. For small
aromatic molecules (e.g. benzene or naphthalene) and polymers such as
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polystyrene or polyvinylnaphthalene this corresponds to w f n* electronic
transitions.

IP - R.e

degradation

Sa degradation

, S3
S,

c

, S1  degradation

i - . T, - degradation

J i Ground State: So

Fig. 4: Enet~y scare diagram showing photophysical and photochemical
processes in organic materials.

Using as an example the naphthalene molecule, the lowest energy state
is a triplet state, T 1 , which has a natural lifetime of approximately 10
microseconds. The next highest state, the singlet S, associated with the
same transition, lives for 100 nanoseconds decaying either to the triplet
state or back down to the ground state. The higher energy states, S2. 3 or
T2 , 3 decay rapidly to these lower two states. Due to the lifetime of the
low energy excited states it is generally thought (Kasha's rule) that
photochemical processes come only from these states. Photochemical
processes which can occur are shown below.

hu
A -, A* + B -- C + D (1)

hu (2)
A -, A* + -- E

In Eq. 1 the excited chromophore reacts with a second molecule to
produce new species. The reaction can be an electron transfer process
(oxidation or reduction) or an atom or group transfer process. The
resulting product, C or D in Eq. 1, may be volatile small molecules and/or
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structurally altered polymer chains. These species may be unstable and
react further to continue the degradation process. In the space environment
the incoming molecule may be energetic species such as charged particles
or atomic oxygen.

The excited molecules may also undergo unimolecular processes such
as bond cleavage or bond rearrangement (Eq. 2). Examples of unimolecular
photochemical processes in organic molecules are CO extrusion from excited
benzyl ketone functional groups and ether group cleavage which can produce
rearrangement products (Fries rearrangement) or the formation of free
radicals. These species are often energetic and can further decay
contributing to overall degradation.

It has recently been si.own that VUV irradiation accelerates the
degradation of Teflon and Kapton caused by atomic oxygen exposure. This
cooperative effect is due to the reaction of atomic oxygen with the easily
oxidized products of VUV photolysis (species E of Eq. 2).4

The spectral range between 180-220 nm corresponds primarily to
excitations into higher singlet states (the Sn manifold of Fig. 2). In
general these high energy states are extremely short lived, decaying
quickly to the S1 and, subsequently, the T1 state. For example, rates of
internal conversion from the higher energy states of naphthalene to the S,
level are about 1012 sec-1 . These high energy states may also convert
directly to the ground state.

The extremely short lifetime of these upper excited states tends to
largely preclude any bimolecular photochemistry (Eq. 1). Unimolecular
photochemistry (Eq. 2), however, may be competitive with the fast rates of
internal conversion. The high-energy excited states produced in this
excitation region may rearrange structurally, cleaving bonds and producing
reactive high energy structures or radicals which will subsequently
degrade.

In the high energy region of the spectrum, 100-180 nm, a number of
new processes occur. Excitation in this wavelength region produces higher
excited states of the molecule. This includes the w - x* continuum, the
promotion of "core" electrons into higher energy orbitals, and Rydberg
states. For example, in the naphthalene molecule 7 -. a* and a -. *
transitions occur at about 125 nm while the onset of Rydberg type
transition starts at about 180nm. As mentioned, the decay of any of these
states to the lowest energy excited state is expected to be extremely fast;
however, unimolecular processes may be competitive with relaxation.

Photoionization of the molecule also occurs in this region. This
involves the ejection of an electron by an energetic photon resulting in
a radical cation as shown in Eq. 3.

hu (3)
A--A-* + e-

In naphthalene photoionization occurs at 152 nm with transitions also at
139 rm and 124 run. It is clear from this that much of the solar VUV,
especially the Lyman-alpha line at 120 nm, will be highly ionizing. It is
likely that the highly reactive species produced by this photoprocess will
be a major pathway to degradation.
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From this analysis it is clear that materials with fast decay rates
(radiative or nonradiative) directly to the ground state which bypass
reactive excited states (SI or TI) will be inherently more resistive to
photodegradation. A common way to accomplish this is the addition
chromophores (usually as small molecule dopants) which absorb the radiation
preferential to the polymer; common W stabilizers operate in this manner.
Alternatively, the polymers selected for thermal control applications in
space should be the selected with consideration to their photophysics and
photochemistry with an emphasis placed on materials with few reactive
excited states.

The particulars of the photochemistry should also be considered when
performing accelerated aging studies. The commonly used "multi suns"
approach assumes that an increase in intensity will accurately duplicate
an extended exposure. However, if the S1 - T, (Fig. 4) rate is appreciably
greater than the T, - "degradation" then there will be a buildup of T1 .
This triplet buildup will decay both through the degradation pathway and
intersystem crossing to the ground state (Tj - SO) giving a nonlinear
response which invalidates the primary assumption of the "multi-suns"
approach to accelerated testing. An alternative to this approach is to use
one sun of radiant exposure but to accelerate the aging process thermally.
By heating the sample t-he rate constants for the photochemical processes
will proportionally incense preventing the build up of the T, state.
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CONTAMINANT-SENSITIVE SYSTEMS IN THE SOLAR RADIATION ENVIRONMENT
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ABSTRACT. Many system components outgas organic contaminants being
hazardous to other system components. Such sensitive system components
are, e.g., mirrors for sun or laser light, charge or photon detectors, mass
spectrometer targets or areas. Outgasing components are, e.g., adhesives,
isolation materials, paints, plastics, or lubricants. Condensible outgas
products are dangerous in the solar radiation field if they are able to
polymerize due to solar radiation action. Solar protons produce free
radicals in any organic, and UV photons in those organics which absorb UV
light considerably. As a consequence such organic contaminants adsorbed
at sensitive system surfaces are subject to polymerization; thus being
hindered to desorb again. Finally, systems are spoiled due to the joint
action of outgasing and solar irradiation. Cross sections and kinetics of
this radiation processes are given, and a number of outgas determinations
of system components are presented. Due to a chemical identification of
all the outgas condensibles, even traces, a proper consideration of
endangering is possible. Thus a basis for contamination budget
calculations is given.

1. Introduction

A new mode of damage of systems in the solar environment has been recently
discovered; namely, radiative enhanced contamination. It is well known
that the solar radiation itself can cause a lot of damage: Interaction of
solar protons with solid surfaces causes disturbance of the bulk crystal
order structure, UV-photons may induce chemical reactions, thus, e.g.,
bleaching paints and so on.

On the other hand, organic contaminants may be hazardous themselves;
e.g., being adsorbed on sensitive surfaces like detectors they may spoil
their actions considerably. Generally systems in space are protected
against both hazards. Protons can be shielded electrostatically where
necessary, photons shielded, and some cleanliness measures are always taken
during employment.

However, solar spectrometers and cameras suffered in most cases from
malfunctions after some months or even weeks operating in the solar
environment (especially the mirrors became blind). The reason was
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apparently due to this new damage mode. One can show, that normal
contamination, e.g., of mirrors, with not too refractive species being
harmless due to an alternating ad- and de-sorption become hazardous in the
solar radiation field. Namely, several desorbed species undergo radical
reactions by means of UV-photons and protons, thus often leading to a
polymerization hindering the contaminants from desorbing again. As a
consequence thick contaminant layers can be built up with jeopardizing
properties. Another radiation action is dehydrogenization of the
contaminants thus creating pi-bonds which in turn enhance the UV-absorption
and the above harmful reactions.

2. Radiation Processing of Organic Layers

That solar radiation can "process" any organic layers is well known in
cosmo-chemistry. Namely, condensed gases in the interplanetary environment
are polymerized, dehydrogenized, and dehydrated by solar photons [Ref. 1]
and protons [Ref. 2]. Both process types are widely studied in the lab,
too.

2.1. UV-RADIATION PROCESSING

Photons of a quantum energy larger than approximately 4 eV are able to
perform the processes described above. In the distance of I A.U. from the
sun, the flux density of these solar UV photons is about 20 mW/cm2 which
is about 2 x 1016 photons/sec/cm2 .

In order to judge, how fast organic layers are processed, we need a
quantum efficiency of the process which is material dependent. In many
cases 10% may be a good guess. Exemptions are due to materials containing
much oxygen which quench the radicals to, say, 1% efficiency; contraries
are due to materials which are subject to chain reactions (like
UV-triggered adhesives), in which cases the efficiency may even exceed
100%. Calculating further the 10% example, 2 x 1015 absorbed
photons/sec/cm2 are active. For example, with an absorption coefficient
of 3000/cm in 10i sec, any optically thin layer (below 3 pm in this case)
is processed thoroughly.

Host of these processes are dehydrogenation processes and 1/10 are
polymerization processes [Ref. 3]. This is sufficient to process such an
organic layer in the above time, and lO-/sec is thus a typical kinetic
coefficient for layer processing. One has to compare this value with the
desorption kinetic coefficient of the contaminants. If the desorption rate
is considerably lower, all adsorbed species are thus trapped by
"processing" during sun shine-forming thick adlayers! If it is higher, a
branching ratio applies. Solar electrons also can compare in processing
with photons in very thin contaminant layers (a few monolayers).

2.2. PROTON PROCESSING

The solar (about I keV) proton flux is about 4 x 108 protons/sec/cm2 in I
A.U. distance from the sun. In LEO orbits, however, it is shielded by the
plasma, whereas in CEO orbits it may apply. As the chemical efficiency per
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unit absorbed energy is comparable (or even somewhat higher for
polymerization) to photon absorption, the above proton flux resembles an
energy flux like 1011 UV-photons/sec/cm2 . However, the typical absorption
lengths are only 10 nm. Consequently, a contamination of some ten
monolayers completely absorb the proton energy. In this case
(UV-transparent, thin contamination layers) proton processing action equals
photon processing action.

3. Experimental Investigation of Outgasing

A lot of components and systems, as foreseen to be implemented in SUMER on
board SOHO, had been investigated concerning outgasing. As we have seen,
outgasing species which can easily be re-adsorbed again at solid surfaces
are dangerous, especially if they are active in UV-absorption and ready for
polymerization, if free radicals are produced. Those rather refractive
species are generally not found in residual gas measurements and thus not
determined. CVCM-measurements could only determine the ".untity of
condensibles, regardless of whether they are harmless (like water, C02) or
not.

3.1. OUTGAS DETERMINATION METHOD

In order to minimize the time consumed for measurements, some kinetic rules
had been applied to determine long-term-outgasing. Namely outgasing was
measured at several elevated temperatures, and an Arrhenius plot for each
single outgasing species allowed the extrapolation at system temperature.
The slope of the plot provided the evaporation enthalpy. With a mass
spectral (MS) identification all the thermodynamical data of each outgas
product are known, especially with the adsorption isotherme the
condensibility at any temperature.

The outgas products were separated by gas chromatography (GC) using
a silica gel column which separates mainly due to equilibrium vapor
pressure. By subsequent flame ionization detection (FID) determination of
the outgas concentration in time, the kinetic coefficients could be
determined.

With unacceptably outgasing substances or systems, baking and curing
was tried and outgasing determined again after a while. So curing
procedures could be recommended which improve outgas properties without
attacking sensitive components.

3.2. RESULTS

A very inceresting class of substances are adhesives. Especially epoxy
resins showed a large variety of qualities. Some were acceptable (e.g.,
3M, EP310), some medium, some unacceptable for cleanliness purposes
depending, however, a lot from curing processes (some even heavily worsened
under long-term heating, in contrary to data sheets!). Loctite,
polyamides, polyimides, polyurethanes, PTFE, for instance, wei studied.
Sometimes the chemical fine structure is important (polyamides); 7ometimes



270 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

solvents may cause a problem (polyimides) if not properly removed;
sometimes baking is important to improve acceptance (Loctite).

More difficult to investigate are, of course, systems, like motors
and actuators, because it is essential to drive them during outgas tests.
Special outgas chambers with platinum wire feedthroughs had been built to
maintain this task. As a result, e.g., a stepper motor which was
acceptable for torque, weight, and power demands completely failed in that
outgas tests due to several outgasing system parts. Part by part this
motor could be improved by altering many of its elements and subsequently
testing, thus finitely resulting in an overall acceptable motor for clean
space applications. Also other systems, like encoders, plugs, and
ball-bearings had been tested with different results.

4. Discussion

Any system in the solar environment with sensitive elements exposed to sun
light and radiation should be protected against this type of hazard. With
the above rates of UV- and proton- "processing" maximum allowable
adsorption rates of contaminants can be calculated for each purpose,
depending on defined system lifetime.

Thus a contamination budget can be established. Namely the maximum
partial pressure of each possible contaminant at the sensitive area is
calculated by the flux at the source (outgas rate) and the vacuum
impedances in between and to the outer space. Such calculations are
examplified by Krueger [Refs. 4, 5].

Also system environmental contamination should be taken into account,
as plume action and spacecraft outgasing, in order to optimize the lifetime
of sensitive components as (laser) mirrors, detectors, cameras, and so on.
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ABSTRACT. Due to semiempirical values known from impact ionisation
experiments and theoretical calculations the time-dependent charge,
pressure and density of impact particles (mass .01 to 100 mg, speed 1 to
15 km/s) are calculated. Impacting onto a sandwich layer, the plasma may
cause a short-circuit between layers on different electric potential (e.g.,
with solar arrays). The time-dependent complex impedance of the plasma is
calculated. As a result, it can be decided whether in a given electric
circuit an arc discharge is ignited after impact and stabilized by the
current, or not. It is shown that particle impact plasmas cannot be
simulated by laser pulses with any respect, because impact is very active
in cratering, but weak in plasma formation; whereas lasers behave vice
versa. It is also reported on a series of experiments on particle impact
as well as pulsed laser irradiation on solar cells and bus bars with and
without voltage applied, which confirmed and extended the theoretical
results.

1. Introduction

There is a lot of experience accumulated concerning the damage and plasma
formation effects (on the one hand due to particulate impact, on th" other
hand due to pulsed giant laser irradiation).

The ranges of the particle parameters are that of mass in between
some fg and several tens of mg, and that of velocity in between 1 and 60
km/s. In most cases smaller masses refer to larger velocities, and vice
versa. The Technical University of Munich/W. Germany (TUM) deals with
masses up to some pg in the velocity regimc up to 25 km/s; the
Ernst-Mach-Institute in Freiburg/W. Germany (EMI) is able to accelerate
masses even in the mg regime up to 15 km/s.

Pulsed laser arrangements with pulse duration in the 10 ns regime for
comparison must be able to produce flux densities in the range of 0.3 to
100 GW/sq-cm on focal spot areas comparable with those of the particles to
be simulated. The region of 0.3 to 10 GW/sq-cm suits for the simulation
of plasma formation; that from 3 to 100 GW/sq-cm for cratering.

With focal spots up to 10 pm in the low flux density regime, the
LAMMA (R) -1000 instrument is suitable. For simulating larger particles,
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higher-power lasers are needed, as being established at the University of
Kaiserslautern/W. Germany. With such laser experiments a properly adjusted
light optics for exact focusing and best reproducibility and a good ion and
electron optics are badly needed.

From these experiences one can deduce which behaviour is expected
with solar cells, with their special geometry and materials, if they would
be bombarded with micrometeoroid particles. General semi-empirical
formulae, as being derived from the results of those experiments, are used
for calculating these expectation values. Furthermore, it was investigated
under which conditions laser irradiation may simulate these impact
phenomena, as semi-empirical formulae and experience values are also known
in that case.

The theoretical calculations of the impact plasma and ?crater
formation may be an additional help for investigating the relevant solar
cell damage and short-circuit processes, which is done. Finally, it is
reported on particulate impact experiments, and in comparison, pulsed laser
irradiation studies, which confirmed the value of the theoretical and
semiempirical outline.

2. Impact Damage Phenomena

2.1. PARTICLE IMPACT

When a particle impacts a solid with velocities above some km/s, a central
crater is formed; the material mostly being evaporated or otherwise
removed. ac the crater surrounding edge the material may be damaged and
fragments may be ejected. Which fraction of the material totally removed
is due to central crater formation and which is due to peripheral ejection,
mainly depends on the velocity of the impinging particle and also on the
brittleness of the target material bombarded. The smaller the velocity and
the more brittle the material is, the more peripheral effects are important
relative to the central ones.

2.1.1. (Primary) Central Effects. The central effects are often called
"primary", however, especially with ionization phenomena, with which the
centrally emitted ions are called "primary ions". In the very context of
mechanical effects let us speak about "central" phenomena only.

It is a general observation that the central crater volume formed
during impact depends linearly on the mass m and quadratically on the
velocity v of the impacting particle; thus being proportionally to its
kinetic energy. As an example the proportionality factor can be given as
follows: Imagine that a certain fraction cE of the kinetic energy E is
used for heating up and evaporating the crater material. So we can
formally write:

c - 0.5 - mv2 - c E - p V cp AT (1)

with p being the density of the material, c. its heat capacity, and AT
formally a temperature rise. For determination of the crater volume we can
just rewrite (1) as follows:
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V - c' * m * v 2 /(p 0 cp) (2)

with c' - 4 • 10-4/K-1. For practical purposes we may write:

V/cm3 - 0.2 m/g * (v/ km/s)2 (3)

The product of density and heat capacity (p cp) is nearly the same
for glass, silicon and silver (2 J/cm3/K), the materials of interest. So
we can roughly estimate the crater volume produced by particle impact. The
material quality of the impacting particle is of minor importance with
sufficiently high velocities.

The geometric form of the crater is more or less a half-sphere with
craters of some mm radius. Larger craters are flatter (moon craters!),
smaller craters are deeper (microscopic impact channels!). The ratio of
the radius r of the crater surrounding circle to the depth d of the crater
can be written as

r/d - 1. * (r/mm)- 0 84  (4)

for most practical purposes involving homogeneous material.
How layers of different material in the impact zone will behave is

a subject for experimental investigation and is important for solar cell
geometries.

2.1.2. (Secondary) Peripheral Effects. The effects occurring at the
periphery of the crater are called "Secondary" due to historic reasons (see
2.1.1).

With brittle material like glass a lot of damage can be caused
outside the central crater. Small fragment pieces are often ablated, and
other damage like cracks may happen. Also, with metals and semiconductors
fragment pieces are ejected from the rim zone of the crater; these pieces
are therefore often called "ejecta". With lower velocities, say 3 km/s,
even more material may be such ejected as pieces rather than being
excavated in the crater volume. With 10 km/s ejecta play a minor role,
except for brittle glasses. With very high velocities, say 50 km/s, ejecta
are not observed at all.

A rough estimation is possible giving the range of destruction around
the central crater; namely, by semi-empirical values about the
"catastrophic disruption" of a non-metallic (ie., more or less brittle)
material. A catastrophic disruption in the disintegration of a body occurs
when no single crack piece is larger than one half of the original body.
There is a general formula, well consistent with empirical data, (deducible
from percolation theory) giving the specific energy E/m (energy per unit
mass) which has to be applied kinetically to the body of mass in order to
catastrophically disrupt it, namely

E/m - 1 J/g * (d/cm)-1/ 2  (5)

Percolation theory gives a model-dependent exponent slightly different from
1/2.
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The proportionality factor may be as low as 0.1 J/g for very brittle
material. GEnerally a solar cell will be far too large to catastrophically
disrupt after impact of a micrometeoroid; however, we may estimate that
range around the crater containing the maximal mass m in (6) with the
impact energy E in which we expect severe damage. For macroscopic cracks
resulting with v - 10 km/s, we find some 4 mm crack range; with v = 3 km/s
some 1 mm!

Near layer boundaries from brittle to ductile materials or v.v.
ejecta and crack formation may behave very unexpectedly. This is subject
to a detailed experimental investigation at particle accelerators with
solar cells themselves.

2.2. LASER IRRADIATION

Very much like particle impact cratering, with laser irradiation the matter
ablated is a linear function of the light energy absorbed. However, it
depends on wavelength and some material qualities which fraction of the
laser energy offered is actually absorbed. The efficiency of absorption
is best with UV-radiation and material absorbing in this regime. Up to 80%
of the offered one may be absorbed in such cases. For wavelengths in the
near infrared with only little natural absorption (as being valid with
several dielectrics of large electronic band gap) absorption has to be
initialized by non-linear multi-photon processes. This is often the case
with Nd-YAG lasers. In these cases only 10% of the energy may be absorbed
(or even none) if the total flux density is too small to trigger
multi-photon absorption.

In the 1060 nm Nd-YAG (12 ns pulse length) the following practical
relation concerning the ablated volume V is valid for metals and
semiconductors:

V/mm3 - 0.03 • E/J (6)

with E being again the total incident energy of the laser. With glass this
proportionality factor may be somewhat lower; however, in that case more
energy may be transferred into cracking or similar damage.

Concerning the crater geometry the situation is very much different
than it is with particle impact. Whereas the crater volume and size after
impact mainly depend on the total kinetic energy of the impinging particle,
the crater size after pulsed laser irradiation depends separately on the
focal spot size and the flux density. With low flux densities in the
1 GW/sq-cm (some mJ on 100 pm focal spotl regime the crater covers the spot
size; however, it is very flat. With higher flux densities the crater
becomes deeper; however, the depth seldom exceeds the diameter. Instead,
the diameter increases, too.

At this point, we have to define carefully what is understood with
"spotsize" of a laser. Whereas the cross section area of a particle is
well defined, that of a laser is not. For details one is referred to
(Refs. 1, 2].

With layered material structures, e.g., a metal or semiconductor
under a transparent dielectric cover, damage effects due to laser
irradiation do happen, which are totally different from those due to

_~~ ..____ ......_.
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particle impact. In that case the laser light may be transmitted through
the cover (e.g., glass), being predominantly absorbed in the metal or
semiconductor layer. In that case the crater is produced in the second
layer, and the first layer explodes due to the related increase of
pressure. Evidently, this picture by no means simulate a particle impact
whatsoever.

2.3. COMPARISON PARTICLE/LASER

Some aspects of damage due to particle impact on homogeneous materia can
be simulated by means of a pulsed laser beam. The laser beam energy has
to be typically a factor of 1.5 to 3 larger than the kinetic energy of the
simulated particle (due to much energy being consumed for plasma heating,
and with dielectrics also due to insufficient absorption), in order to
create a comparable crater volume. The focal spot of the laser has to be
at least smaller than the impact crater diameter expected, otherwise the
crater becomes too wide and flat rather than semi-spherical. Nevertheless,
the crater forms will differ anyway. Especially the peripheral effects
cannot be simulated by laser irradiation. The formation of ejecta, as
observed with low particle velocities, do not have a counterpart in laser
irradiation, although by chance also fragmenting and cracking occurs with
laser irradiation. These effects, however, severely lack of reproduci-
bility. The contingency of these phenomena do not allow them for
simulation.

Solar cells and arrays are composed of several layers of different
materials. The damage behaviour of such stacks seems to be very different
in particle impact or laser irradiation, respectively. Little is known
about it at all; however, some effects as discussed point to a
non-comparability of both damage processes. So, it may be worthwhile just
to investigate particle impact damage on its own.

Craters, holes, and other damage may be applied by any method
whatsoever, especially with a laser. Doing this may be useful, in order
to study subsequently other phenomena (like discharges) at these damage
sites. For such a purpose laser damage surely is a useful technique.
"Simulation" of impact damage, however, may be possible only in a few very
special cases.

3. Impact Plasma Formation Phenomena

3.1. PARTICLE IMPACT

Very much like damage phenomena, the formation of electric charges can be
subdivided into a central and a peripheral phenomenon. Centrally a plasma
is formed consisting of "primary" positive and negative ions and electrons.
The ejecta are, at least in part, charged, too; these peripherally ejected
charged particles are called "secondary" ones.

3.1.1. Primary (Central) Effects. The total charge emitted centrally and
measured in at least several mm distance from the point of impact in the
vacuum is the residue to the primary impact plasma, probably after a lot
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of recombination taking place in the very first moments after being
generated. This is discussed later.

This plasma, as investigated in a wide particle mass and velocity
regime, seems to be more or less neutral; i.e., nearly the same number of
positive and negative charge carriers are present. The positive charges
are, of course, positive ions of the particle and target material, most of
them being singly charged. Only with large particles in the regime
considered here (.1 to 1. mm and low velocities above, say, 8 km/s), doubly
charged positive ions are expected; however, not yet measured.

The negative charge carriers are in part negative ions and electrons.
Whereas with very high impact velocities (above 25 km/s) the electrons are
predominant, in the velocity regime considered here both types of charge
carriers are important. Metallic particles impacting on metallic surfaces
produce nearly only electrons. However, dielectrics also create negative
ions, the more polar the material is. The presence of polar surface layers
on the target easily produce a lot of negative ions. In these cases the
electrons are negligible.

The total "Residual" charge (as defined above) produced and measured
in particle impact mainly depends on mass and velocity of the impacting
particle, and only little on projectile and target material. A general
semi-empirical formula has been established describing the residual charge
quantity at least for metallic particles impacting on metallic surfaces;
namely,

i/Cb - 1.3 * 10-• * (m/g) 0 -9 5 _ (v/km/s) 3 "5  (7)

This yield of charges may be down a factor of 5 lower, if the target is
made of dielectric material.

One easily notes that the charge formation is not linear in the
kinetic energy of the impacting particle. There was a lot of speculation
which reason would be due to the mass- and velocity-exponents differing
from I and 2, respectively. The lower mass-exponent points to the
participation of surface phenomena in charge production, and the extremely
high velocity-exponent (which must converge to 2 for very high v due to
energy conservation) to a threshold phenomenon in energy density. More
insight into this behaviour was brought by numerical plasma evolution
calculations (as discussed later), which showed that generally less than
1 percent of the initially produced plasma survives as the residual one
measured. Anyway, with higher velocities the larger energy flux density
allows a larger part of the kinetic energy to be used for electronic
excitation and thus plasma formation. With low velocities (probably below
1 km/s) no charges are produced at all, as the energy density is not
sufficient. This may explain the threshold-like behaviour.

Up to now the initial charge distribution concerning types,
temperatures, and densities in the initial state of creation within the
impact channel is unknown. Only some theoretical calculations allow some
estimation from the residual plasma back to the initial one.

3.1.2. Secondary (Peripheral) Effects. It is well known from the study
of all groups that in addition to the central impact plasma "ejecta",
charges are produced. They are found in oblique angles, are electrically
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rigid (not much deflected by electric fields), and carry much momentum.
When impinging on walls, they create secondary charge emission. It is
obvious that the nature of these charges is due to ejected target pieces,
as already discussed, with only little specific charge.

With smaller impact velocity the relative contribution of "secondary"
charges dramatically increase. Generally, below v-5 km/s they carry most
of the charge produced. This behaviour can be deduced easily from the
items discussed above; namely, whereas the "primary" ion formation behaves
with velocity as v 3

.
5 , the ("catastrophically") damaged surface regime

behave as v 1 6 . If one assumes the number of ejecta being proportional to
the area damaged, and the charge per ejectum constant, "secondary" ion
formation also behaves as vi- 6 ; thus, the ratio of the number of secondary
to primary ions behaves nearly like the velocity-square. That is exactly
what one observes.

Consequently, the measurement of secondary charges, well
discriminated from the primaries, is useful to determine the out-of-crater
surface damage. However, the important inner-volume out-of-crater damage
cannot be determined by charge measurements.

3.2. LASER IRRADIATION

During irradiation most of the laser energy is used for plasma heating,
except at low laser flux densities near threshold. With the Nd-YAG laser
(pulse length 20 ns) typical plasma formation threshold flux densities are
approximately:

for semiconductors (like carbon or silicon) E0 - 1.0 GW/sq-cm
for metals (like silver or copper) E0 - 1.5 GW/sq-cm
for dielectrics (like glass or capton) E0 - 4.0 GW/sq-cm.

With laser flux densities more than a factor of 3 above threshold, more
than one half of the laser energy is consumed for plasma heating,
especially speeding up the ions produced. As a result the ions produced
possess high kinetic energy and are highly charged. With 10 GW/sq-cm up
to quadruply charged ions can be observed with mean kinetic energies up to
1 keV. Singly charged ions have less than 100 eV mean energy: doubly and
triply in between. The total number of ions per unit focal area produced
behave in a peculiar way as a function of flux density above threshold;
namely, (exactly for carbon, estimated to be valid for other material
approximately - with the different threshold E0 )

N(+) /mCb/mm 2 
- .58 (in E1/E 0 ) (8a)

N(++) /mCb/mm 2 
- .12 (In E1/E 0 ) (8b)

N(3+) /mCb/mm 2 
- .017 (In E1/E 0 ) (8c)

N(4+) /mCb/mm 2 
- .003 (in E1/E0 ) (8d)

E - Laser flux density. Probably the total positive charge is compensated
by an equal negative charge.

One can show that with higher flux densities - a factor of 30 above
threshold - the part of total energy consumed for plasma formation reaches
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its maximum, and then decreases again. This behaviour is very much
different than that with particle impact, apparently.

3.3. COMPARISON PARTICLE/LASER

The plasma formation characteristics of particle impact and laser
irradiation is very dissimilar, especially when comparing with damage.

With low impact velocities the plasma formation efficiency is very
low. A 10 Ag particle impacting with 2 km/s contains 2 mJ kinetic energy
and produces about 25 nCb total charge. A 2 mJ laser pulse on a .01 sq-mm
focal spot, as simulating the above particle, produces about 2 ACb total
charge; i.e., nearly one hundred times more. The laser crater would be a
.1 mm wide and 5 Am deep flat one: the impact crater would be of similar
volume - perhaps a little bit more narrow and deeper. Such a particle
impacting at 10 km/s (a factor of 25 more kinetic energy) creates 7 ACb
charge (roughly a factor 300 more). The "simulating" laser of 50 mJ may
create 20 ACb charge, a much smaller difference than before.

Assuming a 100 jg particle at 2 km/s producing approximately .25 ACb
(the focal spot being a factor of 2 larger for simulation) the 20 mJ laser
may produce about 15 pCb charge (the crater is not so flat anymore). That
particle impacting at 10 km/s creates about 65 ACb charge. The
"simulating" laser of 500 mJ may create about 150 pCb charge (an even
smaller difference than before.)

3.4. COMPARISON PARTICLE/LASER WITH RESPECT TO THE COMBINED PROCESS

It is obvious already now that there are no laser conditions found, under
which the combined process of mechanical damage and plasma formation of
particle impact can be simulated.

Either the crater volumes are comparable, in this case the laser will
generally produce a more dense and hotter plasma; or the plasma clouds are
comparable, in this case the laser will generally not produce a sufficient
damage. Moreover, especially in cratering, a series of impact phenomena
cannot be simulated by laser irradiation at all. Those which are mainly
due to the mechanic shock wave which stems from the enormous momentum
transfer do not have a direct counterpart in laser irradiation. The
secondary particles from the rim of the excitation zone and some
destruction processes outside the impact crater are examples.

An even more serious difference is due to the behaviour of layered
material. Whereas with impact the density and shock velocity differences
are relevant for the effects to be considered, with laser irradiation light
absorptivity and other electronic parameters are relevant. As solar cells
are actually layered materials, this note seems to be important.

In plasma formation little is known about the initial plasma
conditions. Anyway, even with the residual plasma often measured, one is
aware about a lot of differences; namely, a laser-generated plasma is much
hotter electronically as well as kinetically, because it is secondarily
heated by the laser beam. One easily finds 4-fold charged species in the
residual plasma, whereas with impact one even does not find 2-fold charged
Ila-element ions. The energy distribution of impact generated ions depends
on the impact velocity. With the velocities discussed here some tens of
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eV are the upper limit; however, with laser irradiation one has to be aware
of some 100 eV ions. What this does mean for the initial plasma in the

impact zone when comparing with the initially produced laser plasma is
discussed in the next chapter.

Before we discuss the consequences for short-circuit studies, some
remarks are given concerning the plasma evolution processes. This is in
order to have access to the initial plasma, whenever only the residual is
measured or otherwise known, as no direct initial plasma measurements are
foreseen. It is actually the initial plasma which determines the
conditions for discharges following the (impact or laser) dissipation.

4. Theoretical Aspects of Plasma Evolution

4.1. PARTICLE OF IMPACT PLASMA

In order to discuss the theoretical aspects of the evolution of the impact
plasma, first of all one has to distinguish at least 3 different regimes
of impact velocity, which are:

- the mechanical deformation regime 1 : v < 5 km/s
- the "cold" plasma regime 5 < v < 15 km/s
- the "hot" plasma regime 15 5 v 5 50 km/s

The impact plasma apparently behaves in a very different manner when
comparing these regimes.

In the low velocity regime (v - 1-5 km/s), most, by far, of the
charged particles emitted are due to surface emission phenomena. The
surfaces of the projectile and target material are deformed (and with the
higher velocities also melted), thus being rapidly heated. As a
consequence a number of atoms and molecules are desorbed from both surface
regions, and are in part ionized due to their ionization potential.
Positive as well as negative ions are produced; however, only with pure and
clean metals are the negative charges mainly electrons. Theoretically this
"plasma" formation can be treated well by the concept of desorption by
rapid dissipation processes [Ref. 3]. In these cases only rather few cold
(some eV) ions per unit surface area are produced, which do not collide any
more. This is clearly demonstrated by examining the mass spectra, which
are dominated by intact molecular ions due to the material of the
projectile as well as of the target, in addition to atomic alkali (+) and
halide (-) ions due to contamination.

Consequently, in this regime the residual plasma can be considered
to be the same as the initial one, except for expansion only. Thus the
total charge measured in some cm distances can be traced back to its origin
in the region of particle-target interaction and in the time interval of
some tens (or, with larger particles, hundreds) of nanoseconds after the
beginning of the impact.

The phenomena are much complicated within the second regime of medium
velocity (v - 5-15 km/s). With such impact speeds most or all of the
particle evaporates, and some of the target material does also. Because
typical acoustic propagation velocities in solid matter are around 5 km/s,
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with impact speeds so high the treated material suffers from supersonic
shocks, which are indeed non-linear compression waves. The actual
compression of the solid matter causes an additional effect in plasma
formation; namely, the electronic states are changed and elevated. The
"Fermi-sea" of electrons can in part flow out into the vacuum thus leading
to free electrons and residual positive ions. The kinetics of these
processes are still under heavy discussion. Nevertheless, one observes the
fluorescence light and can easily attribute lines to the presence of, say,
three-fold charged ions. However, as this highly excited matter in its
initial phases is still extremely compressed, many reactions do occur
further on, which are especially recombination processes. Anyway, the
residual ions one observes are only singly charged.

Consequently, in this second regime the residual plasma can be
considered as a mixture of desorbed ions (especially from the surrounding
target material) and of residual plasma ions. It is difficult to estimate,
how much the initial charge was larger than the residual, and how the
spatial distribution actually was. The situation is complicated especially
due to the two different sources of charges (desorption and compression
plasma) which give rise to different initial distributions of ion types and
spatial as well as temporal origin. Measuring the types and energies of
the residual ions, one can at least distinguish them: The excess of the
number of positive ions over that of negative ones is a measure of the
number of residual compression plasma charges. The energy distribution of
the latter ones is correlated with the impact velocity v (roughly a mean
of v/3 ior velocity), whereas that of the desorption ions is independent
of v. One may guess that the initial number of charges in the compression
plasma is some ten times larger than the residual number, the positive
charges being ions; however, almost all negative charges are electrons
(except for VIa- and VIla-element containing species - e.g., oxygen and
chlorine, which also produce negative ions).

For completeness, let us quickly discuss the high-velocity regime,
over 15 km/s. Apparently around 15 km/s the collision plasma undergoes a
phase transition. Desorption is an effect quantitatively negligible for
charge formation here. Whereas the residual plasma with lower velocities
is governed by polyatomic (small molecular) ions, at higher velocities the
situation dramatically changes. Most of the ions become atomic ones, and
"secondary" effects are nearly absent. Theoretically, in the initial
plasma even four-fold ionized atoms are produced, although only singly
charged ones (even for lla-elements) are experimentally found in the
residual plasma. From these calculations [Ref. 41 one may infer, that the
initial plasma contains some hundred times more charge than the residual
does and seems to be extremely hot.

4.2. LASER IRRADIATION PLASMA

Plasma formation by a laser beam needs free electrons in the material
irradiated, if the wavelength of the light is near the visible regime. In
contrast, far-IV photons are able to create free electrons out of any
matter, and far-IR radiation does not excite electrons, but creates photons
(excites the lattice).
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As Nd-YAG lasers (if any) seem to be most suitable for impact
simulation, their wave length of 1060 run is taken as a basis for the

following discussion. Only metals and some semiconductors possess enough
free electrons in order to absorb single photons directly from the light
field. With dielectrics and many semiconductors, laser light absorption
has to be initialized by free electron production via multi-photon
processes. This determines the threshold energy for plasma formation; the
band gap energy determines the number of photons which have to be absorbed
at once in a multiphoton-process to create one free electron. This process

is thus highly non-linear. Once enough free electrons are produced, they
act further absorbing light by inverse Bremsstrahlung (low wavelengths) or
light-field induced acceleration (high wavelengths).

Contrary to particle impact, in which the matter is initially
compressed hot and then cools by expansion, with laser irradiation, the
matter forms an expanding gaseous state, and further energy is transmitted
by absorbing more light from the laser beam, shining for nanoseconds.

Consequently, the thermodynamic state of the matter during laser

plasma formation differs completely from that during impact plasma
formation. Namely, whereas the initial state of the matter after particle
impact is a state with high pressure, high atomic temperature, and medium
electronic temperature, that after laser irradiation is a state of medium
pressure, medium atomic temperature, and high electronic temperature. Thus
the dissipative (non-adiabatic) processes in the very beginning of the
plasma evolution are very much different, until the plasma is such diluted
that adiabatic expansion starts. An illustration and comparison of both
effects is given in Fig. 1.

5. Electric Circuit - Complex Impedance Calculations

5.1. PARTICLE IMPACT

Let us now discuss which short-circuit phenomena are expected due to the
particle impact phenomena. With the damage we have to exhibit those
conditions with which galvanic short-circuits are possible. With the
plasma formation we have to consider the electric impact channel conditions
in terms of complex impedances, charge carrier properties, and so on, in
order to exhibit short-circuit conditions due to permanent arc-discharges,
or the ignition of transient discharges possibly resulting in permanent
ones further on.

5.1.1. Mechanic Effects - Galvanic S-c's. A galvanic short-circuit
becomes possible if an impacting particle is able to connect two conductors
by destroying the isolating layer in between and bending and/or melting the
conducting layers such that interconnection is possible.

If the probe consists of a layered sandwich structure (as it
generally will be the case) the impacting particle has at least to destroy
the insulating cover (if present), the uppermost conductor and the
separating insulator, in order to cause such a damage. The lower conductor
needs not necessarily be affected. This depth condition of damage gives
lower mass and speed limits, with which such short-circuits are possible.
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Fig. 1: Typical state diagram and evolution scheme of the thermodynamics
of particle (.1 mm) impact - starting at (1)-, and laser irradiation
simulating - starting at (2)-.
(1): Particle impact leads to a high-compression state of comparably low
"temperature"; the dissipation takes place mainly in the atomic system -
the electronic system remains cold.
(2): Laser irradiation leads to a low-compression state of comparably high
"temperature"; the dissipation takes place mainly in the electronic systems
- the atomic system is heated later.
(3): "Comparable" laser parameters provided, both evolution paths may
arrive at the same state, where the quasiequilibrium of the initially
created plasma ceases. From this point on adiabatic expansion is the joint
process of further evolution.
Note that the initial plasma at least within the first 100 ns may differ
completely depending on the excitation; however, similar conditions may be
expected nevertheless in some mm distance after some ps!

With high velocities (above 8 km/s) and damage depths larger than
necessary it is expected, that the dissipation is high. As a result the
region in between the conductors may vaporize thus preventing them to
connect. Also a secondary dissipation, as an arc discharge, may vaporize
such an interconnection thus healing the short-circuit. So the thickness
d of the material down to the surface of the second conducting layer is
relevant for the onset of galvanic short-circuits. Numerical values are
found in the literature.
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5.1.2. Electric Effects - Arc Discharge S-c's. Let us now consider the
conditions of discharges caused by an impact plasma created within an
impact channel of length d and cross section area a. For sake of
simplification we assume a cylindrical channel with a voltage applied in
between top and bottom. The evolution of Debye-length D, pressure p and
temperature T is given in Fig. 2. Thus the plasma acts much alike a
parallel plate capacitor of plate distance d and area a, filled with a
dielectric (thus forming a capacitance C), which has a certain conductance
(thus forming a resistor R).

The voltage U applied causes a current I, both varying in time t due
to the complex impedance Z - R + l/wC, with w being the main Fourier
component of the a.c. current. The Fourier spectrum, however, is given by
the above channel impedance behaviour as well as by the source impedance.
The upper Fourier limit is given by w, - 2r/RC; the lower Fourier limit by

-i - I/t, with t the total measuring time interval.
First let us deduce the real part R - Re Z of the plasma impedance

Z. The electric current density j is given by

j - uE (9)

with a being the specific conductivity and E the electric field strength.
The conductivity itself is given by

a - e0 n b (10)
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Fig. 2: Evolution scheme of the plasma of a typical impact particle (.1
mm, 5 lm/s). Debye-shielding length D, plasma pressure p, and temperature
T. After about 0.1 msec the external impedance determines the possibility
of an arc discharge. Namely, we are in the Raether-spark or the Townsend
discharge ignition regime, depending on the actual impact parameters. The
pseudopark is irrelevant.
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with e 0 being the elementary charge, n the charge carrier density and b
their mobility (velocity per unit field strength). So equation (9) becomes

j - e0 n b E (11)

The mobility b is given by

b - 1/2 (e 0/m) (1/c) (12)

with m the mass of the charge carrier (here the free electrons), I the free
path length with

S- 1/ns (13)

and c the mean thermal velocity of the charge carriers. s is the cross
section of the atoms hindering the electrons from flying freely. In
principle, also the ions have to be considered as charge carriers, however,
they contribute only little to the conductivity.

Inserting equations (12) and (13) into equation (10), one gets a
highly remarkable result, namely:

0 - 1/2 e2 l/(mcs) (14)

The conductance comes out to be independent on the plasma density; it
depends only on the thermal velocity, i.e., the square root of the plasma
temperature, which varies only within one order of magnitude. As a typical
value of that conductance one gets a - 7000 -I m-1 . This is around that
of graphite, much less than that for pure (undoped) semiconductors.
However, this is only valid as long as the field E is able to penetrate
whole the plasma length d. With dense plasmas the Debye shielding length
D may be smaller in which case the specific conductance decreases roughly
by the factor D/d. With our dense primary impact plasmas this effect is
very large so that they behave like insulators during the first few
microseconds.

The above conductance is not valid for plasmas too dilute, with which
the continuous charge carrying process breaks down; namely, when the free
path length I increases beyond d. In that case the specific conductance
decreases by the factor d/A. For a typical impact crater dimension of a
few tenth of a mm, the resulting resistance R, which is the real part of
the impedance Z, is given in the Fig. 3.

In order to calculate the imaginary part of the impedance we have to
determine the capacitance of that very capacitor. The relative dielectric
constant of the plasma is very high, however; with Debye-shielded dense
plasmas only a minor part of the thickness D zone near both "capacitor
plates" acts as dielectrics. One may determine its dielectric constant by
the dielectric influence law:

a zsoE - Q a < 1 (15)
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Fig. 3: Evolution of the complex impedance of the plasma of the impact as
in Fig. 2, useful for electric circuit dynamic calculations. Real and
imaginary part are given separately. Depending on the current which can
flow due to the external impedance after about 0.1 ms it is decided whether
an arc discharge is ignited or not.

with Q the part of the plasma charge resident in the volume aD. The whole
plasma channel acts in that limit as two serial capacitors of this kind.
Tens of pf (perhaps I nF) are likely for short intervals.

After expansion up to a Debye-length D - d, the channel acts as one
capacitor of still high capacitance, now with Q of equation (15) the total
residual charge in the channel (1 pF and lower). When the plasma is gone,
the vacuum dielectric constant remains with a typical capacitance of some
fF. A rough plot of the resulting imaginary impedance is given in the Fig.
3.

Just for comparison the figure also shows the typical behaviour of
the Debye-shielding length D, the plasma pressure p and its temperature T.
It should be mentioned that the discharge region may behave like the
Raether-spark regime or the Townsend regime; namely, the parameter pd of
the Paschen-function would allow several tens of Volts for ignition only,
as the gas is already ionized! However, it can be assumed, that a
discharge is already burning when these regimes are encountered; the
pseudospark regime is not encountered.

An arc discharge is stable if the voltage does not drop further then
the main ionization voltage of several Volts, with a typical current of an
Ampere (Current density j - 500 A/sq-cm). Thus the source impedance
determines whether the discharge gets distinct or not.
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5.2. LASER IRRADIATION

It is the aim of this chapter to compare, to which extent laser irradiation
may serve for simulating short-circuit phenomena themselves, as already
discussed in detail with particle impact. So it is not necessary to
discuss laser processes in detail anymore, but only how far the analogy is
valid.

5.2.1. Mechanic Effects. In order to create a damage in a sandwich
structure down to the surface of the second conducting layer, generally a
far larger laser pulse energy is needed, when comparing with the kinetic
energy of the simulated micrometeoroid. As a result the hole burnt in will
be wider than that of the impact. Even more important is the fact that the
light energy dissipation depends heavily on the sandwich structure, as it
was already discussed. Consequently, the mechanical damage will exhibit
a much different geometric structure than that caused by the particle
impact. A comparison seems thus not possible.

An additional mechanic effect may be caused due to the huge plasma
created by the laser pulse. Secondary effects like arc discharges may
considerably alter the mechanic structure in a different manner than
particle would have done. Taking all these effects into account, one feels
completely unable to simulate galvanic short-circuits by pulsed laser
irradiation.

5.2.2. Electric Effects. The situation is not as bad with the simulation
of electric effects by plasma creation in impact channels already created,
either by a previous impact or by any other procedure. Although the
initial plasma quality differs considerably when comparing those created
by impact with those by irradiation, one can find appropriate laser
parameters for simulation as well. As the impedances of those plasmas are
rather insensitive to the detailed plasma quality, a very similar
short-circuit behaviour is expected.

The prompt onset of arc discharges, or the delayed Raether spark
ignition may as well be studied by pulsed lasers. For this sake laser
fluences producing the same order of magnitude of plasma densities for
comparison are sufficient. Such fluences can be deduced from the
semi-empirical formulae already given. This procedure has the additional
advantage that a correct focusing is possible with multiple use at the same
spot, as the laser damage is comparably small. So the reproducibility of
the discharge induced short-circuit phenomena can also be studied.

6. Experimental Investigations

6.1. PARTICLE IMPACT EXPERIMENTS

A solar array simulator (SAS) was provided by ESTEC which delivered the
high voltages (up to 130 V as built up with Columbus power plant) and with
maximal currents up to 9 A. By means of this SAS impact studies could be
performed with sandwich structures (bus bars, solar cells, etc.) under
voltage conditions comparable to those found in space. The transient
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voltage and current could thus be measured down to the 100 nsec time
regime. In another series of experiments the complex impedance of the
impact plasma was simulated by static resistors and capacitors and a fast
mercury switch. By comparing the actual impact conditions with simulation
experiments, the theoretical predictions of onset of arc-discharges and arc
complex impedances were well verified.

Measurements have been performed with the Munich Electromagnetic Dust
Accelerator Facility. Due to the small particles (see ch. 1) permanent arc
discharges could not be ignited (as expected), however, transient
short-cuts were detected. Accelerating larger particles with the Freiburg
Gas Gun. Permanent arc discharges could also be produced at 130 V. With
lower voltages, say 70 V, permanent arc discharges could not be made, in
accordance to theory.

6.2. LASER IRRADIATION EXPERIMENTS

The solar array structure possesses more and less sensitive points for
impact. Particles, however, cannot be deliberately directed to a
mm-precise point, in contrary to laser shots. So laser experiments were
performed with the Kaiserslautern Giant Pulse Laser Facility. As theory
predicts a laser pulse producing a short-cut at voltages above 100 V always
ignites a permanent arc discharge.

7. Results and Discussion

Although the mechanic and electric effects of hypervelocity impact,
especially with sandwich targets under voltage, are rather complicated, a
semi-empirical description -f the main important properties could be given,
and proved by a series of experiments on solar array structures. Although
a straight-forward simulation of hypervelocity impact by means of pulsed
laser irradiation is not possible, laser experiments are informative.
Laser shots resemble the "worst case" of plasma formation, i.e., no
-article impact creating a comparable damage will produce more or hotter
plasma. So laser shots create the most electric damage per unit energy
dissipated possible, and electric withstanding laser pulses of comparable
energy always withstand hypervelocity impacts.

For strategic defense initiative purposes one may state that if
mechanical destruction is needed, debris or other particle impact is best.
However, destruction of electric systems is best maintained by laser
pulses: Power plants are much affected, and the laser plasma is able to
induce huge destructive electric high-frequency pulses in the electronics,
which are outstanding.
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METHODOLOGY FOR IMPACT DAMAGE ASSESSMENT

T. J. STEVENSON
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ABSTRACT. There is now an abundance of data describing the phenomenology
of impact damage to spacecraft, provided by the recovery of various
surfaces in recent years, notably the Long Duration Exposure Facility
(LDEF). While these surfaces represent a range of materials and
constructions commonly used in spacecraft engineering, the data extracted
from their examination cannot be utilized directly where failure mode
analysis warrants an assessment of damage and secondary effects. This is
particularly true wherc complex structural geometries, unusual or highly
variant stabilization regimes or orbits other than low inclination LEO are
involved.

This paper describes the means by which conservative but realistic
design guidelines may be derived from existing and projected knowledge of
this aspect of the space environment.

1. Introduction

The tools which are enabling mankind to exploit the operational properties
of artificial satellites must include a detailed knowledge of the hazards
to be encountered during their missions. The means of design,
construction, launch and operation of spacecraft are costly, and their
appropriation must be constantly justified. The justifications of
usefulness and prestige will always feature in this process, but
increasingly there is a need to demonstrate reliability and longevity.

Many factors determine the lifetime of a space based system, and it
could be said that, so far, only a few mission failures have occurred due
directly to a lack of knowledge of the operating environment. This is
because most launch, orbital and re-entry environments are not only well
characterized, they are analytic (in the mathematical sense) and can be
easily applied to a wide range of circumstances.

If one was to categorize the mechanisms which operate, often
synergistically, to threaten failure in spacecraft systems, one might
divide them into continuous and episodic. Continuous environments, such
as Solar UV, are well characterized simply because they are always present
to measure. Episodic environments that can be reproduced, such as launch
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structural loads, are also well known, but those that occur unpredictably
or rarely, such as the effects of the more extreme forms of Solar activity
or the impact of micrometeoroids, are characterized in proportion to how
often they have been experienced. A lack of experience manifests itself
in poor statistics. One further characteristic, unfamiliar to those used
to geological or cosmological timescales, is the potential for non cyclic
variability - short term change - introduced through the activities of
Mankind.

The subject of this contribution is one such environment; that of
hypervelocity impact, its causes and effects. Having emphasized the
uncertainties that we no doubt suffer under when attempting to anticipate
the impact hazard to space systems, we will describe the state of knowledge
and its future.

2. The Existing Data

Throughout the space age, and in fact preceding true orbital flights, there
have been attempts to measure the cosmic dust believed to be found between
planets. While one might look at a mass flux distribution, appreciate the
steep increase in spatial density with decreasing size and then walk
outside on a clear night to see a meteor without too long a wait, it
remains true that damaging meteoroid impact on spacecraft surfaces are
still a rarity anywhere in our part of the Solar System - cometary coma
interiors excepted. The relatively low spatial densities resulted in large
errors in the early measurements, particularly those originating from
sounding rocket flights.

2.1. THE DATA SOURCES

These can be conveniently divided into near Earth measurements and
interplanetary measurements on the expectation that the respective
environments differ.

Table 1 summarizes some important sources.

2.2. DETECTOR TECHNIQUES AND THE LIMITATIONS OF THE DATA

This is not a comprehensive survey of detector techniques, but is intended
to point out some of the pitfalls in using data derived from sources such
as these.

2.2.1. PenetratIon measurements. Extracting knowledge of the mass of the
Impactor from the hole It makes in a thin sheet requires detailed
information regarding the penetration mechanics of the materials involved.
Empirical formulae relating the size of hypervelocity impact features, both
perforations and craters, are given by various authors, such as Pailer and
Gran [Ref. 1] and Carey, McDonnell and Dixon (Ref. 21. Unfortunately,
these involve the velocity and density of the impactor which is rarely, if
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Table 1: Major data sources by mission.

-Wqffe edemas Orbit Prboary Mauuremeo

Explorers 16 and 23 LEO IM Foil perforation
Areil rI LEO TM Foil perforation
STS-3 hE McDonnell at al (1984ý LO M Foil perforation
Solar maximum Lmorrnce and Browinee (1986)4 LEO LM Crater metrology and chemistry
IDE.F Various - Kinard (199)s LEO LW Fois and craters
Apollo windows LM craters
HEOS

Helios eros IPE TIM Impact plasma
UIUlyse Q/in (1983)Y IP TM Impact plasma
ILunar, materials Morrmson and Zinnerl LM craters

Key: LEO - Low Earth orbit, low inclination, near circular, less than 100 km.
IP - Interplanetary. IPE - Interplanetary but restricted to near the ecliptic. TM
-Telemetered data (surfaces not recovered). LM - Laboratory measured.

ever, measured directly and independently. Thus, assumptions must be made
if the analysis of a single site is to proceed, but where a number of sites
can be attributed to the same source, knowledge of the distribution of
velocities might be applied. This is done in the case of LDEF analysis,
where a velocity distribution, derived from observations of visual and
radar meteors, is used to narrow down the range of masses associated with
any given size of perforation. The limitation in this technique is that
the observed meteors are generally many orders of magnitude more massive
than those that impacted LDEF, and the velocity distribution may differ at
these sizes.

The flux attributed to the mass observed is derived from the area of
the detector, its field of view and the pointing of that field of view.
Complications arise due to uncertainties in the surface area sensitivity
and exposure, the problem of impacts on nearby surfaces causing secondary
impacts on detectors, the presence of the Earth or other planetary bodies
gravitationally enhancing the flux, and the directions of detectable
particles being unknown or very restricted.

2.2.2. Impact plasma measurements. The mass calibration of these
detectors does not depend so strongly on velocity, and indeed detectors do
have the capability to measure the impact velocity directly, if it is
appreciably charged, and indirectly by the risetime of the plasma signals.
Dietzel et al [Rof. 9] laid down the basis for the mass calibration of this
detector which has been used several times in interplanetary missions.

Transformation to a directional or isotropic flux is hampered by the
same set of geometrical problems outlined above.
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3. The Origins of the Detected Particles

3.1. THE INTERPLANETARY FLUX

The interplanetary flux is made up of several component populations. The
rarest likely to be material from outside of the Solar System, the
interstellar particles. These have never been unambiguously observed, and
will only be discriminated by isotopic composition measurements and on the
grounds of incident velocity, which will be high. The flux is likely to
be isotropic. Another element in the interplanetary mix will be primordial
material, originating from the ablation of comets, which has had little
chance of thermal or shock modification at planetary surfaces. These
particles are small, and well distributed. The third component is
planetary ejecta, formerly part of a planet or asteroidal surface, whose
size range extends up to asteroids themselves, and are concentrated in the
plane of the ecliptic.

3.2. THE NEAR EARTH FLUX

A crude assessment of the data shows a difference between interplanetary
and low Earth orbit measurements; this can be attributed in some way to the
presence of the Earth. The increase in flux near Earth seems to be due to
two factors, gravitational enhancement of the interplanetary flux and space
debris from intensive near Earth space operations.

The issue of space debris is now well explored, except with respect
to the exact hazard posed. Sources of the material are of course all
related to space faring activities, not all of which are honorable.

The era is nearly over where jettisoning of covers and other mission
related items without regard to the longevity of their subsequent orbits
was routine practice. Such items may, at one time, have made up the
majority of nonfunctioning objects in Earth orbit, but since then many
satellite breakups have been well documented, and the inheritance of a
number of these is a complex of fragments in a wide range of orbits. Most
of these objects, whose existence is inferred from fragmentation modelling
and experiments, are undetected from the ground.

A celebrated example of a catastrophic breakup was the explosion of
an Ariane third stage some months after burnout, caused by the detonation
of residual propellant. This event, taking place in the upper part of the
LEO region, gave rise to hundreds of trackable objects and probably
thousands of smaller particles. Several workers have provided the means
by which estimates of the lifetime of this population with this single
common source may be made and some results of this are summarized in
Table 2 below.
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Table 2: (Taken from [Ref. 10]) Estimates using the methods of two
authorities of the number of the presently trackable fragments of the V16
Ariane third stage breakup of 1986 remaining in orbit on the dates shown.

Year from King-Hele (1987)11 from Reynolds (1983)12

2000 125 127
2010 97 102
2020 78 79
2030 67 64
2040 57 56
2050 53 47

2100 34 25

4. Models and Methods for Hazard Assessment

4.1 AN ISOTROPIC FLUX MODEL

Most investigators will publish a cumulative mass flux model showing their
new data against a background of previous measurements and functional fits
such as that of Crdn et al [Ref. 6]. Figure 1 is an example of this, from

I E-4 Griin et a] (1985)
FLUX ,

1E-5-gi .

(m-2s- I)
I E-6 .. Sullivan (1991)

"...,, 4.
IE-8 "••,"•

Cour-Palais 0I6%
I E-9 ........ ....... ... ...... "

IE-12 IE-II IE-10 IE-9 IE-8 IE-7 IE-6 IE-5 IE-4
mass (g)

Fig. 1: A cumulative mass flux plot derived from LDEF data and transformed
into an inertial frame. Bold curves are: dotted; from Cour-Palais
[Ref. 14], solid; Crin et al [Ref. 6]. Feint long dashed line is LDEF data
corrected for near Earth effects, and with a particle velocity and density
of 17.4 km s-1 and 1 respectively. Short dashed lines are error contours
derived from numbers of impacts plus and minus their square root.
Penetration equation employed is that of McDonnell et al [Ref. 13], and the
figure is from Sullivan [Ref. 15].
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McDonnell et al [Ref. 13]. Despite the difficulties of comparing data from
detectors of differing technologies such as those outlined above, these are
in good agreement. This plot represents therefore, the number of particles
intercepted by a tumbling flat plate of lm. in one second whose mass
e the value given by the curve - it is a cuuliv mass flux plot.

This model or discrete data points from real data sets may be used
to arrive at a crude approximation of the damage accruing to a spacecraft.
The accuracy of an assessment arrived at by this means is enhanced by
similarities between the assessed situation and that of the model; that is,
frequent changes in attitude and an orbital regime similar to those of the
measurements. Data is frequently transformed to account for the shielding
of the Earth and the orbital motion of the detector, and this must be
accounted for where necessary. There are few circumstances where simple
area-times-flux calculations are appropriate, because all spacecraft move,
and the flux is not isotropic.

4.2. CURRENT PRACTICE: NASA SSP 30425, REV A, CHAPTER 8 - METEOROIDS AND
ORBITAL DEBRIS

This document reflects the need for improved impact damage assessment in
an era of large LEO structures, namely Space Station Freedori. It must
contain the current understanding of the environment, while still being of
utility to design engineers. This it does admirably, including as it does
the Grkn [Ref. 61 interplanetary measurements and the space debris model
of Kessler et al. (Ref. 16]. This last model has received some attention
from those seeking to improve it such as Maclay et al. (Ref. 17], this in
the area of the eccentricity of debris particle orbits.

Close study of the document and knowledge of the sources of the data
used reveals that the analysis and assessment that results will not aid
short term operations, as time resolved information is not present. This
can only come from measurements and modelling of the natural and space
debris particle distributions. This has begun in earnest with the analysis
of data from the Interplanetary Dust Experiment of LDEF [Ref. 18] and the
modelling work of Jehn [Ref. 10] and others.

5. Impact damage assessment

5.1. DAMAGE SCALE

The damage occurring at an impact site is described empirically in several
places in the literature, and these descriptions are being continuously
reviewed in light of the analysis of retrieved spacecraft surfaces [Ref. 2
and NASA SP-8042]. Limitations in ground based accelerator facilities
have, so far, restricted the validation of these models largely to regimes
where either the impactor density is wrong, the velocity is too low, or
some parameter is not well determined.
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5.2. DAMAGE SENSITIVITY

Present guidelines give very small probabilities for large body impacts
even on the total surface area of Space Station Freedom. There is some
concern that a growth in space debris, particularly through a cascade
effect initiated by a series of collisions generating a large population,
will increase these probabilities in the millimeter to centimeter range
where pressurized module protection is necessary. The sizing of bumper
shields and the positioning of vulnerable surfaces is being driven by
debris growth models inherent in SSP 30425.

There are many other mission threatening failure modes such as those
identified by Thorner (Ref. 19] however, and these must be assessed. The
nature of the mass distribution, that is, steeply increasing number
densities with decreasing mass, leads an assessor to look at the product
of damage sensitivity and total exposed area. Solar arrays are prime.
candidates for this scrutiny, particularly with respect to the synergism
between the impactor energy and the electric fields present at the impact
site.
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ABSTRACT. The effects of radiation on spacecraft materials and electronic
devices are directly related to the energy transferred by incident
particles to the components (atoms, orbiting electrons and nuclei) of the
matter encountered. Such events result in the formation of electron hole
pairs and point defects (interstitials, vacancies) which, in turn, give
rise to macroscopic damages. Induced secondary radiations (prompt or
delayed emission) add their effects to those produced by primary incident
particles.

The first part of the paper describes the various sources of
particles encountered in space (galactic cosmic rays, trapped protons and
electrons, protons and heavier ions from solar events) and their
characteristics on various orbits. Secondary radiations (neutrons,
bremsstrahlung and recoiling nuclei) are also defined.

The different methods for simulating particle transport and examples
of radiation damage modellings are then described. Results for absorbed
doses and dose equivalents, including shielding effectiveness
considerations, are given and compared to in-flight data.

In the same way the methods for the forecast of single event effects
(upset and latch-up) induced on electronic devices by heavy ions (direct
process) and by protons (indirect process) are summarized. Some results
are given and compared to in-flight measurements.

1. Introduction

Since 1958, when the Explorer and Pioneer satellites discovered the
presence of ionizing particle belt around the Earth, a larger number of
satellites have been launched by different countries. Many malfunctions
in the experiments flown were observed, which could be attributed to
environment effects. Due to the growth of mission duration for space
systems, and to the increasing use of sophisticated on-board electronics,
prediction of the damages on materials and devices in the orbital
environment is becoming more and more cunning.

The primary sources of energetic particles are the Earth's radiation
belt, the Galactic Cosmic Rays (GCR) transiting ions and the sporadic
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emissions of energetic electrons, protons and heavier ions during solar
events (Solar Cosmic Rays - SCR).

The interactions of these primary particles with the spacecraft
structures and atoms of the high atmosphere lead to:

* slowing down, absorption and diffusion of primaries,
* prompt or delayed emissions of secondaries, depending on the

crossed material and on the nature and energy of impinging
particles (Bremsstrahlung, Cerenkov radiations, X and gamma rays,
light fragments and recoiling nuclei).

All these radiations are able to induce materials and system damages;
these effects can be:

"* transient and flux dependent (background noise in detectors,
Single Event Upset, material charging...),

"* permanent, depending on the fluence received and on the exposure
rate if recovery occurs.

The hazard level depends mainly on the orbit and epoch (solar
activity effect), on the location inside the spacecraft (shielding effect)
and on the consequences at the system level of the failure occurring in a
particular device.

For manned missions, the main characteristics of a biological system
response to the radiations are its high sensitivity and its capability to
restore the damages. Except for heavy exposure (and the central nervous
system) effective recovery occurs within some months through tissue
production, but modified cells able to duplicate may be created, increasing
the risk of late diseases. Radiobiological effects fall into two
categories, non stochastic and stochastic damages.

The first, early or late effects (skin erythema, sterility,
cataracs..), result from changes occurring in large number of cells. They
appear above thresholds; the occurrence and severity of symptoms increase
with the exposure.

Stochastic late effects are characterized by the fact that the nature
and severity of responses are always the same (cancers, genetic
mutations..) and therefore do not depend on the received dose. It is the
probability of disease, appearing several years after irradiation, that
increases with the exposure level.

Heavy irradiation, inducing crew capability reduction or early death,
are improbable in space; such situation can only be encountered during very
large solar events in unprotected locations (Extra Vehicular Activities -
EVA, outside the magnetosphere).

On the other hand, late effects can have a major impact on manned
space flights on geostationary (CEO) or polar Low Earth Orbits (LEO), and
during interplanetary travels. During such missions, without specific
shielding design and mission planning, the doses can reach the limits
specified by the Space Science Board Committee on Space Medicine. In
addition the ALARA principle (As Low As Reasonably Achievable) is always
applied in order to maintain the risk per mission at the lowest possible
level.
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2. The Radiation Sources in Space

The Sun is supplying nearly the totality of the energy distributed on the
Earth and in its environment. The radiation fluxes are directly or
indirectly determined by the solar activity and its fluctuations.

On the one hand, the Sun is a source of a permanent flux of
particles, the solar wind. These particles of low energy are easily
stopped by the spacecraft and by the magnetospheric shielding. On the
other hand, solar flares are sporadic sources of protons and heavy ions
with energies up to a few GeV; they are one of the most severe hazards for
spacecraft. That is why we must improve our ability to predict solar flare
occurrence and proton fluxes.

2.1. THE SOLAR CYCLE

On the photosphere surface, dark spots can often be seen. They are easy
to observe and have been studied for centuries. They often cluster by
pairs showing opposite magnetic polarities. Sometimes they form large
groups with magnetic field showing very complex structures; these are
called active centers. They can have a long life duration and can be seen
during several rotations. The solar flares burst in these areas. It is
a detailed observation of the optical and magnetic structures of the active
centers which can allow in some degree the prediction of the occurrence of
a solar flare.

The sunspot observation has revealed the Sun rotation at least at the
photospheric level. This rotation takes place around an axis nearly
perpendicular to the ecliptic plane (83 degrees). The rotation is faster
in the equatorial plane (26 days) than at higher latitude regions (29/30
days). The differential rotation acting on the solar dipolar magnetic
field can explain the formation and the evolution of the sunspots and their
fields. The Sun rotation combined with the solar wind emission force the
interplanetary magnetic field lines into an Archimedean spiral shape. This
structure plays an important role in the propagation of high energy charged
particles from the Sun to the Earth at the time of solar flares.

The number of sunspot present on the solar disk varies according to
an 11 year cycle. During cycle maximum (about 7 years), tens of spots may
be simultaneously present on the disk, and during minimum (about 4 years)
long periods without spots may be observed. The maximum amplitude varies
considerably from a cycle to another (Fig. 1) (Ref. I].

During a whole cycle in a group of two spots, the leading spot always
shows the same polarity but will show the reverse polarity in the following
cycle. In the same way, the Sun dipolar magnetic field reverses of
polarity at each new cycle. So, on the magnetic point of view, the solar
cycle should be of 22 years.
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Fig. 1: Solar activity variations during the last centuries (above) Solar
proton events and Zurich smoothed sunspot number variations versus time
during cycles 19 to 21 (bottom).

2.2. THE SOLAR FLARES

2.2.1. General. A solar event is an explosive phenomenon due to

reorganization of instable and strong magnetic fields, occurring above
active centers in the low solar atmosphere. A sudden and large optical
brightening (optical flare) is seen seldom in white light but generally in
emission lines such as Ha.

Flares produce heating, particle acceleration and both photon and
mass ejection. Shock waves also propagate through the interplanetary
medium. When magnetic fields are open, particles (protons, electrons and
heavy ions) may escape into the interplanetary space. They travel along
the interplanetary magnetic field lines. After interactions with the
medium (including reacceleration by shock waves), they are observed in the
Earth's environment. Flares generate natural phenomena such as
interplanetary shock waves and geomagnetic storms. Because of the spiral
shape of the interplanetary magnetic field (Fig. 2), the solar longitudes
around 50 west are more directly connected with the Earth. Solar flares
are very frequent in the optical range (up to 101 per year according to
Fig. 3). Proton events are far less frequent (a few per year according to
bottom part of the same figure) [Ref. 2].
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Fig. 2: Archimedean spiral shape of the interplanetary magnetic field.
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Fig. 3: Number of solar optical flares and proton events per year.
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2.2.2. Proton Events

2.2.2.1. General Characteristics. The most important proton energy range
to be studied when radiation protection is concerned, is above 10 MeV.
Below this limit, most of the protons are easily stopped even with a thin
shielding.

Temporal Distribution
The number of events follows the solar activity modulation (Fig. 1);

solar events occur mainly during the seven years of the maximum activity
period; the risk is negligible during the four years of the cycle minimum.

For cycle 19 (1954-1964) the proton fluences are deduced from
indirect ground-based observations (Fig. 1). Thus the measurements are not
as reliable for this period as for the next cycles.

Because the most active sunspot groups rapidly recover their ability
to give other flares, most proton events occur in groups: for example all
very large events were concentrated within only five weeks in the past
30 years.

Delay Between Flare and Proton Event
With the proton events observed during last cycles, it is possible

to give precise values of the time sequence of events and to study
statistical aspects of the rising phase. The first protons arrive on
average 1.5 hours after the flare itself; the maximum of the flux is
reached on average 20 hours after the flare, with an observed shortest
delay of about 2 hours. During the first six hours, the maximum is only
observed in 10% of the events; thus in most cases this leaves enough time
for proper actions [Ref. 2].

Proton Event Time Profiles
Flares have a duration of a few hours, but because of particle

diffusion in the interplanetary medium, proton events have a duration of
a few days. The exponential increase of flux is followed by a much longer
decrease. Figure 4 [Ref. 3] give temporal profiles for typical periods:
a single proton event is related to a few flares, and the first event is
often immediately followed by others.

The proton event time-profile is dependent upon the solar longitude
of the flare. When the flare occurs in the eastern part, the delay is much
longer. Thus the localization of the flares is important to determine the
timing of actions for radiation protection.

2.2.2.2. Analysis of the Flare Prediction Methods. In addition to the
shielding provided by the spacecraft and by the Earth's magnetic field,
predictions of flares help to lower the risks of radiation in space.
Available methods are summarized on Fig. 5. Months or weeks in advance,
it will be possible to know the periods of activity, by studying the laws
of emergence of solar active regions.

A few days in advance, the observation of the complexity of the
magnetic field topology provides an estimate of the flare probability (Fig.
6). The method has been operational since 1965 in the warning centers
throughout the world.
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Fig. 5: Proton event forecasting method.

A few hours before a large flare, precursors may be observed, in

particular in the X-ray range. Nevertheless, in the absence of appropriate
real-time data, the method is not presently opra: tonal.

Modelling of the Time Intensity Profile Expe ra Earth

When the flare is observed on the S,m . elay of proton maximum
arrival is sufficient, often, to make appropi .'cisions. Thus, methods
have been developed to predict delay and proton flux from flare
observations, in particular in the radio and X-ray ranges.
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Fig. 6: Active center configurations.

A procedure used by US Air Force is available [Ref. 4] to generate
a computerized time intensity profile of the solar proton intensity
expected at the Earth after the occurrence of a significant flare on the
Sun. It is a forecasting tool and it aims at a prediction of the solar
proton flux at Earth for the 300 hours following a flare. The scheme of
the time intensity profile at Earth is illustrated in Fig. 7.
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Fig. 7: General characteristics of proton event time profile.
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In the model the flare localization is given by optical observations;
the shape of the spectral signature of the radio emission is used as
indicator that solar protons are being released in the corona; the proton
flux emitted is deduced from the radio burst and X-ray intensity
measurements. Then the attenuation and the diffusion time in the corona
from the flare to the foot of the archimedian line connecting the Sun to
the Earth are computed, as well as the transit time along the line for each
proton energy. The shape of the rising phase of the proton flux and its
maximum are then obtained.

In the following part of the evaluation an exponential decrease is
assumed, with a decay constant depending on the solar wind speed, the
distance along the archimedian spiral path and the angular distance
travelled in the corona. With this model, the delay from the flare
observation to the proton flux peak and the fluence (E>10 MeV) may be
predicted with standard errors corresponding respectively to a factor 2 and
10.

Probabilistic Model for Long Term Forecast - SOLPRO Code
This code [Ref. 5] is designed for a statistical evaluation of proton

fluences to be encountered at one AU outside the magnetospheric shielding.
A probabilistic analysis of the solar cycle 20 fluxes allows an evaluation
of the probability of exceeding mission fluence levels as a function of
mission duration.

Flares are supposed to occur only during the seven years of the
active part of the solar cycle, and only this period of time is considered
to determine the mission duration. The fluctuations of the solar cycle
frequency are not included and uncertaint) of about one year is expected
at the beginning of each period.

The code includes a distinction between two kinds of flares:

- ordinary (OR) events, corresponding to relatively weak fluence
levels (some 10' protons per centimeter and per flare) and occurring about
ten times per year,

- anomalously large (AL) events, inducing high proton fluence (may
be more than 101' protons per cm2 and per flare) as those of July 1959,
December 1960, August 1972 and October 1989.

It must be noticed that only the August 72 AL event had been studied
in flight, and that available data apply only to the energy range from 10
to 100 MeV. For the two others in 1959 and 1960 their characteristics have
been deduced from ground measurements (neutron monitor mainly). Following
these remarks the August 72 flare is used as reference in the code
(Fig. 8).

The number of AL flares and the flux due to OR events (Fig. 8) are
given versus flight duration during the maximum activity period and
confidence level Q. Following recommendations of E.G. Stassinopoulos, Q
- 0.75 is used for the computations of AL event number. Some remarks must
be made concerning the validity of the model:

• the variations linked to the cycle amplitude modulation are not
included (Fig. 1);
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Fig. 8: SOLPRO model of AL proton events.

"* the probabilistic analysis of the AL events, based on a reduced
number of such flares, is not well established;

"* the August 72 flare, used as reference, cannot be considered as
a worst case.

More recently, a complementary study covering the solar events
observed during the period 1956-1986 had been performed [Ref. 6]. The
results of this analysis show that the distributions of the proton fluence
(E>10 and 30 MeV) per flare, including the AL event defined by SOLPRO,
follow a log normal distribution. Nevertheless the risk associated to the
solar proton flares obtained with both models are not fundamentally
different (Fig. 9).
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Fig. 9: Comparison of the solar proton fluence estimates Feynman's (dashed
line) and SOLPRO (bars) results.
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2.2.3. Heavy Ion Events. During some flares high atomic number and Energy
(HZE) particles (the Solar Cosmic Rays - SCR) are observed, adding to the
continuous Galactic Cosmic Rays (GCR see her under) background.

The main difficulty in SCR flux predictions comes from the fact that
they are sporadic and highly variable in composition, energy, charge state
of the ions and fluxes. SCR are not completely ionized and during their
path, they have only few interactions with matter; their charge state at
the Earth's orbit level is approximately the one they have during the
flare. Therefore, the ionization state varies from event to event and is
dependent on the temperature of the photosphere or the solar corona at the
moment of the flare.

The composition of solar energetic particles is highly variable from
event to event. It is also dependent on the time and the energy during the
flare. The heavy ions energies are generally in the 1-50 MeV/nucleon
range, but spectra vary from flare to flare and during the event (see Fig.
10 [Ref. 7] showing the energy distribution observed at the peak of the
Sept. 24, 1977 event, often considered as a worst case).

10-2 _ _ _ _ _ _ _ _ _ _ _ _
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Fig. 10: Comparison between GCR (solar maximum period) and SCR spectra
(09/24/77 event at peak).

The SCR component dominates the GCR fluxes only during 2% of the time, and
about five events per year may be considered during solar maximum periods.
For evaluation of the Single Event Effects (SEE) induced in the electronic
systems, models of SCR had been developed [Refs. 8 and 9].

2.3. GALACTIC AND EXTRAGALACTIC COSMIC RAYS

GCR consists primarily of high energy ions with origins outside our solar
system. Atoms are emitted by astronomical objects like stars (star flares)
but also by novae or supernovae. Approximately, cosmic rays are composed
by 87% of protons, 12% of a particles (He nuclei) and only 1% of nuclei
with Z > 2. P. Meyer (Ref. 10] gives the relative abundance of the
elements from H to Ni normalized to that of carbon (Fig. 11). Differences
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between cosmic ray abondances (R0 ) and local composition (R1 ) deduced from
abondances in the solar system, are explained by the ion spallation during
their path in the interstellar medium. The heaviest elements of the
Mendeleiev table are also present in cosmic rays but they are in very low
quantities.

Due to the interactions of cosmic rays during their paths, the ions
are completely stripped and their sources cannot be identified; the
particles which reach the vicinity of the Earth's magnetosphere have an
isotropic distribution. If we observe the time dependence of the fluxes,
a modulation in intensity is detected. This variation correlates with the
solar activity (Fig. 12) [Ref. 11]. This phenomenon is due to the solar
wind carrying away a turbulent magnetic field up to ten A.U; diffusion of
the ions by this magnetic field grows during the solar maximum period
inducing a decrease of the fluxes in their low energy parts (Fig. 11).

2.4. MAGNETOSPHERIC SHIELDING

2.4.1 The Magnerosphere. The Earth is surrounded by the magnetosphere
(Fig. 13), which is a magnetic cavity created by its own magnetic field,
almost dipolar, within the plasma stream issued from the Sun. The
geomagnetic field is the sum of two components, the core and the crustal
fields.
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Fig. 11: Galactic Cosmic Rays characteristics composition (left) and
spectra (right).
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Fig. 13: Structure of the magnetosphere.

The main source, from the molten core of the planet is dipolar; the
corresponding dipole is shifted (about 500 km towards West Pacific) and
tilted (about ii*) of the rotation axis. Mass and wave motions in the
molten core are probably the origin of long term variations, the secular
drift, of intensity (about - 27 nt/year), of orientation (south pole drifts
about 0.O14*/year towards West), and of the shift (about 4 km/year towards
West Pacific).

The second term, the crustal field, is induced by magnetized
materials from the Earth's surface to depths of the order of 20 km. Its
contribution to the ambient field is frequently large near the Earth'ssurface; the linked irregularities may be neglected for the radiation
budget in orbit.
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In the magnetosphere the field is the sum of these internal
components with fields carried by the solar wind and induced by charge
motions in the magnetosphere. These external sources vary with the local
time (diurnal variations), the season (tilt effect) and, depending strongly
on the solar activity, fluctuate rapidly mainly during magnetic storms.

Up to 4 Earth's radii, internal sources prevail, the field mAy be
considered as dipolar; at this limit external sources modify the dipolar
field. The region of space in which magnetic forces due to the field
compression balance the solar wind dynamic pressure is the magnetopause
(Fig. 13); this frontier depends of course on the solar activity. On the
day side, the magnetopause is located at about 10 Earth's radii; in the
anti solar direction it extends over more than 500 Earth's radii forming
the magnetotail, from which charged particles can reach the Earth's
vicinity during geomagnetic instabilities (magnetic storms). In this
structure, at high latitudes in the polar cups, transiting particles coming
from outside the magnetosphere (GCR and SCR).,can move down and hit the high
atmosphere.

For studies of charged particle motions in the magnetosphere the
field is characterized by two parameters, the geomagnetic coordinates B and
L:

* B is the field strength at a fixed point,
* L, a parameter defined by Mc Ilwain [Ref. 12], is approximately

equal to the geocentric distance R (in Earth's radii) of the field
line point in the equatorial plane.

ME: Assuming a dipolar magnetic field of moment M, with the
geomagnetic latitude I and the radial coordinate, the field line crossing
the equatorial plane at geometric distance Ro and the field strength are
given by:

R = R, . COS21

B = 2 (1 + 3 sin2 ) 1 /2
R3

Or, using the Mc Ilwain parameter L - R. - R / cos 2j:

R - L.COS2X

B=ML3

For the actual geomagnetic field (disturbed by solar wind and
magnetospheric currents in large L regions) the geometric interpretation
of L become increasingly invalid for equatorial distance greater than 4.
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2.4.2. Magnetospheric Shielding Effect

Ri2idity and Cutoff Rigiditv
The earth's magnetic field interacts with the charged particles of

cosmic rays and modify their path. The radius of curvature, r, of the
particle trajectories is given by:

r - R/B - P.c/(Z.ff.e.B)

with:

P: the ,lentu. of the particle,
B: the ongth of the magnetic component,
Z.ff.e: t,.. charge of the particle,
c: the light velocity,
R: the rigidity of the particle.

Particles which are able to reach a certain position in the magnetosphere
must have rigidities exceeding a particular value, the cutoff rigidity or
geomagnetic cutoff. In the case of galactic cosmic rays, the ions are
completely "stripped", Zeff - Z, but not in solar flares (we see here why
the knowledge of the charge state of ions emitted during a flare is
important).

As a first approximation, the earth's magnetic field can be assumed
as a perfect dipole shifted of 500 km in the West Pacific direction with
regards to the earth's center. Using this assumption, STORMER [Ref. 13]
has calculated the geomagnetic cutoff in dependence on the geographic
coordinates and the particle incidence:

R0 - 59.6Xr x COS41(1 + V1 -siny x cos 3A) 2

with:

Re: the magnetic rigidity cutoff (expressed in GV),
r,: the Earth's radius,
r: the distance from the dipole centre,
1: the geomagnetic latitude,
y: the direction from which the particle arrives with

respect to local East in dipole coordinates.

The geomagnetic cutoff varies drastically along orbit (maximum in the
equatorial plane, negligible at high latitudes). Large field perturbations
during magnetic storms change the cutoff conditions.

On LEO, satellites are shielded against cosmic rays coming from the
opposite side of the Earth. Particles arriving from the West are deflected
towards the Earth, while those arriving from East are deflected away,
resulting in a large East - West anisotropy of SCR and GCR fluxes on LEO.

In various models [Refs. 8 and 141 including vertical cutoff data
[Ref. 15], the Earth shadowing and the state (quiet or stormy) of the
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magnetosphere determine the shielding effect along the orbit versus
particle rigidity. Using these results and the solar protons, SCR or GCR
characteristics outside the magnetosphere, the codes determine the energy
spectra of the transiting particles received by the spacecraft (Figs. 14
and 15) [Ref. 16].

The effect of the magnetosphere state (quiet or stormy) can be
neglected; variations of about 2% are seen on fluxes in LEO. The stormy
condition (maximum exposure) is generally used in the evaluations. The
magnetospheric protection can be considered as complete for solar protons,
GCR and SCR on LEO for inclination lower than 50*, and the altitude effect
is negligible in the range for exposed orbits (Figs. 14 and 15).
Consequently strategies involving an altitude decrease during proton flares
are not useful.
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Fig. 14: Examples of magnetospheric shielding effect on GCR encountered
on LEO.
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Fig. 15: Solar event transmission ratio (Aug. 72 - E>10 MeV) on LEO.



BOURRJEAU 315

On geostationary orbit (CEO) the magnetospheric shielding, negligible
for heavy ions, reduces considerably the solar proton flux up to some tens
of MeV [Ref. 17], depending on the parking longitude.

2.5. TRAPPED PARTICLES IN THE RADIATIONS BELTS

2.5.1. Generalities

2.5.1.1. Origins. Charged particles in the magnetosphere have two
origins:

1) The first is the albedo neutron source; cosmic rays striking the
atmosphere cause nuclear reactions, among the reaction products are also
fast neutrons; some of them leave the atmosphere; as their lifetime is
about 13 minutes some neutron decays occur in the magnetosphere producing
protons and electrons. This process is the main source of trapped
particles in the inner belt (see here after).

2) The second origin providing particles mainly in the outer belt
is a drift and acceleration of particle from the solar wind through the
magneto-tail duriLg magnetic storms.

2.5.1.2. Trapoing. Charged particle trapping results (Fig. 16) from:

* cyclotron gyration around field lines,
. bouncing motion between the magnetic mirrors in regions of higher

field strength towards the poles,
. drift around the Earth, due to the radial field gradient,

respectively Eastward and Westward for negative and positive
charges.

so that charged particles are confined in a magnetic drift shell.

Gyration
Oscillation

Radiation Belt p+ Drift e- Drift

Fig. 16: Trapped particle motions in the Earth's magnetic field.

Magnetic mirroring results from the conservation of the particle
magnetic moment, En/B, where En is the energy associated with the motion
perpendicular to the field line. With a the angle between the particle
velocity vector and the field line (a: pitch angle) at a point where the
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field strength is B, this mean in turn that B/sin2 a is constant along the
field line. Mirroring occurs when a - 90*, for large B value (depending
on the nature, energy and, injection pitch angle of the particle). If the
mirroring point altitude is too low, the particle precipitates in the
atmosphere and disappears.

Interactions with atoms of the residual atmosphere or between
particles modify their velocity leading to partial loss particles. Due to
asymmetry of the field (day-night effect) the drift around the Earth can
lead from a trapped state in a region to untrapping conditions in 'her
part of the magnetosphere (pseudo-trapping).

2.5.1.3. Trapped Particle Distributions. For hazard problems electrons
and protons are the only particles to be considered as trapped in the
magnetosphere; nevertheless small alpha particle fluxes and probably
heavier ions of low energy are also observed. Many measurements of
electron and proton fluxes in space had been performed during the years
1960 to 1975; they are used by the NASA National Space Science Data Center
to establish models of the trapped radiations in the magnetosphere. They
are continually being constructed with different degrees of sophistication.
The more recent, AP8 for protons and AE8 for electrons, describe (for solar
minimum and maximum period) the time averaged particle fluxes versus energy
in particular volume of space using (B,L) coordinates. Figure 17 depicts
the energy integrated flux contours for protons and electrons in polar
section of idealized dipole (the field line equation R - L. cos 2 

; is
used). The trapped particles appear distributed in rings, the radiation
belts (Van Allen belts) around the Earth.
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Fig. 17: Electron (right) and proton (left) flux contours (geomagnetic
polar section).
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Energetic electron belts are distinguished into "inner zone", with
its maximum in the equatorial plane at about L - 1.5, and "outer zone"
centered at L - 4. The outer belt extends beyond the geostationary orbit,
up to about L - 10 and is brought to low altitudes by geomagnetic field
lines at high latitude, forming the polar horns around the poles. Outer
zone has peak fluxes exceeding those of the inner belt by about one order
of magnitude and spectra extend to energies higher (about 7 MeV) than in
the inner zone (less than 5 MeV).

The volume occupied by energetic protons depends inversely on their
energy and consequently cannot be assigned to inner and outer zone. For
energetic protons (E>1O MeV) the flux peak is centered at about L - 1.5 in
the equatorial plane, and polar horns do not exist. In LEO, the offset and
tilt of the geomagnetic axis, referred to rotation axis, brings the belts
to low altitudes upon the south atlantic. In this region (the South
Atlantic Anomaly - SAA) high proton and electron fluxes are observed as
well as high electron fluxes at high latitude corresponding to the polar
horns (Fig. 18) [Ref. 18].
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Fig. 18: Proton and electron integral flux contours (altitude 500 km).
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2.5.1.4. Time Variations of Trapped Particle Fluxes. The particle fluxes
observed are the consequence of various processes leading to supply
(particle injections during magnetic storms, neutron albedo) and loss
(precipitation in the Earth's atmosphere). They can be

"* solar activity effect on GCR fluxes, or on atmospheric and
magnetospheric extensions,

"* solar flares and magnetospheric storms,
"* secular drift of the internal field.

Long Term Variations
The most straightforward magnetospheric modification is the one

linked to the long term Earth's magnetic field evolution. Due to a secular
field drift, one has to bring up to date the magnetic field values used to
compute the particle fluxes at a given time. Applied to the Shuttle's low
orbit, this procedure yields false results and overestimates the proton
fluxes by a factor 6 during the solar minimum and up to ten during the
maximum [Ref. 19].

The origin of this error is well understood now: at first sight, the
field decrease and the drift toward the Pacific result in a lowering of the
magnetosphere which reaches more and more low altitudes, mainly in the SAA,
increasing fluxes on LEO. In fact this description neglects the
atmospheric absorption increase on the lowest part of the particle
trajectories. Actually the models AE8 and AP8 take into account the losses
related to these atmospheric interactions, but for the conditions that were
present at the time of the measurements (1964 to 1972). This leads NASA
to recommend at least provisionally, a procedure using the 1964-1972 values
of the magnetic field.

Other long term -ariations come from the solar activity effect
linked:

"* on one hand, to the atmospheric absorption rise during solar
maximum (increase of the atmospheric density at high altitudes)

"• on the other hand, to the source parameter modulation (increase
of cosmic ray fluxes and decrease of magnetospheric tail injection
during solar minimum).

The AP8 and AE8 models consider these two solar activity periods. On LEO,
this leads to a decrease of electron fluxes and an increase of proton
fluxes during the solar minimum.

Medium Term Variations
The measurements carried out on DMSP (840 km, polar) show the short

and medium term stability of the internal zone, whereas the external zone
electronic population can undergo as much as two orders of magnitude
variations in a few days (Fig. 19) during magnetic storms.
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Short Term Variations

The magnetospheric deformation (day - night effect) under the solar
wind pressure can be neglected for low L values. Beyond three Earth radii,
the magnetospheric asymmetry prevents the use of (B,L) coordinates which
describe a perfect dipolar magnetic field.

Occasionally at low altitudes and large geomagnetic latitude (50-70
degrees), a sudden increase of energetic protons and electron fluxes, due
to trapped particle precipitations, occurs. In practice, this phenomenon,
lasting some hundred seconds, dose enhancement is negligible.

N per sec DMSP - 1984
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102:
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Fig. 19: Outer zone electron counting rate variations VS time.

2.5.1.5. Anisotropv: Angular Distribution of Trapped Particles. At a
given place in LEO, protons arriving from the East are gyrating around a
magnetic field line being at lower altitudes than for protons coming flom
the West. The gyration radii length can be a few tens of kilometers long
and gives rise to preferential atmospheric attenuation for arriving protons
from the East. This anisotropy has often been observed and can reach one
or two orders of magnitude.

Trapped particles encountered at low altitudes are near their
mirroring points and the angular distribution is directional; more
particles arriving nearly perpendicular to magnetic field lines.

2.5.2. Trapped Particle Fluxes

2.5.2.1. Traooed Particle Flux Forecast Method. Codes are available for
evaluation of trapped particle fluxes using AP8 and AE8 models [Ref. 20].
With the usual orbit parameters, the code computes the trajectory in
geographic coordinates system (altitude, longitude, latitude) versus time.
In each step the geomagnetic coordinates (B,L) are determined and used to
interpolate the flux values in the AE8-AP8 models. The outputs give
integrated omnidirectional fluxes by square centimeter and day,
differential fluxes, peak flux per orbit and point by point versus
threshold energy. The computations are performed for each solar activity
period, during the maximum with AP8 max and AE8 max modes, and in solar
minimum with AP8 min and AE8 min.
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2.5.2.2. Trapved particle Fluxes - General Results

Solar Activity Modulation
As seen before, the solar activity changes the terms of the balance

in the radiation belts and the trapped particle fluxes. At fixed LEO, the
solar maximum period corresponds to a growth of electron fluxes and a drop
of proton exposure (Fig. 20) [Ref. 21]. This effect is important for
protons at low altitudes, due to the atmospheric absorption. On GEO
important effect of the solar activity, not included in the models AP8 and
AE8, is observed on electron induced doses (Fig. 21) [Ref. 22].
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Fig. 20: Trapped particle spectra VS solar activity on LEO.
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Fig. 21: Annual dose variations VS solar activity on GEO.
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Orbit Altitude and Inclination Effects on LEO
Figure 22 depicts the integral proton and electron daily averaged

fluxes on various LEO; trapped particle fluxes increase with altitude at
any inclination in the studied range. Electron fluxes increase with
inclination, due to SAA and polar horn (over 45 degrees) crossings. Harder
spectra can be observed (energies up to 7 MeV) in the outer belt for
inclined orbits, when polar horn crossings occur. At fixed altitudes,
energetic proton fluxes (over 10 MeV) increase with inclination up to 20-40
degrees (depending on altitude); the maximum is for complete SAA crossing,
beyond this limit fluxes decrease slightly (less than a factor 2) up to
polar orbits. At any altitudes studied, the 7P inclination orbits can be
considered as trapped radiation free.
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Fig. 22: Trapped particle fluxes on various LEO.

Flux Variations Versus Time Alone the Orbit on LEO
Due to the satellite motion and the repartition of trapped particles

on LEO (SAA and polar horns), other things being equal, the instantaneous
fluxes encountered by the spacecraft change along the orbit (Fig. 23)
[Ref. 16] ; these results point out that, for the Extra Vehicular Activities
(EVA), exposure reduction can be expected by mission planning.

2.5.2.4. Problt.as and Accuracy. AP8 and AE8 are steady state models and,
of course, short term fluctuations (day/night effect, magnetic storms...)
cannot be obtained. It must be pointed out that large flux variations
observed in the outer zone of the radiation belts (high latitude region on
LEO) disappear in the inner region where the geomagnetic field is less
submitted to the external conditions.

Recent measurements from STS show that the use of updated field model
leads to an over-estimate of trapped proton fluxes on LEO during solar
maximum; following NASA recommendations. computations are performed with
the geomagnetic field for 1972.
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AP8 and AE8 models come from old measurements (before 1972), updated
models must be developed from the results of the outstanding in flight
experiment performed on board CRRES. The remarks above explain the
uncertainties allowed by NASA [Ref. 17] for the long term flux forecast:

"* about a factor 2 up/down for trapped protons,
"* about a factor 2-3 for inner zone electrons,
"* maybe 10 for outer zone electrons.

2.6. SECONDARY RADIATION

Interactions of primary particles, protons, electrons and heavy ions, with
the spacecraft structures and, in some degree, with low atmosphere, induce
various kinds of secondary radiations (prompt or delayed emissions). The
contribution of these secondaries to the total exposure depends mainly on
the nature and spectra of primaries as well as on the thickness and nature
of the materials encountered.

In practice, neutron and gamma ray albedo from the atmosphere can be
neglected and we must only take into account the spacecraft induced
radiations. These are mainly:

"* delayed emission linked to material activations by protons and
heavier ions, may be a long term problem for space station;

"* prompt emissions of photons (bremsstrahlung from electron slowing
down and gamma rays from exited nuclei), secondary recoiling
nuclei, neutrons and protons from nuclear reactions induced by
proton and heavier ions.

Bremsstrahlung photons are penetrating radiations (their spectra
extend up to the primary electron energy and the structural shielding
efficiency is weak). They predominate on primary electron exposure inside
aluminium shields thicker than 2g/cmz. Emission increases as Z2 (Z:
atomic number of the crossed matter); high Z materials must be prohibited
in the outer side of the spacecraft.

Protons and heavy ions induce nuclear reactions in materials, so they
are sources of energetic (up to some hundred MeV) protons and neutrons,
light fragments and recoiling nuclei. Generally they can be neglected in
total dose effects, but single events, due to these secondaries, may be a
problem for electronic devices.

3. Radiation Effects - Doses and Displacements

3.1. GENERALITIES

3.1.1. Particle Interactions with Matter. The space radiations interact
with matter to produce direct effects, ionization and displacements, as
well as to induce various kinds of secondaries which act themselves in
turn. The primary point defects created by the radiation may be permanent
or transient, vanishing by complementary defects created by the radiation
recombinations (electron - hole, vacancy - interstitial) or forming
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secondary defects by clustering (divacancies,..) and by association with
trapping centers of the material.

Primary and secondary defects may be active, inducing changes in the
macroscopic properties of materials or devices (transmission losses in
irradiated glasses, electrical drifts in electronic devices). These
damages, increasing with the exposure, can produce long term failures in
the considered system.

The macroscopic property changes are related with the active defect
concentration, itself a function of the density of energy (or absorbed
dose) transferred to the material, in some sensitive part (charges in the
oxide of MOS for instance). The relation between dose and the defect
density may be simple if they are induced by ionization without recovery
and clustering. It can be more complicated if the radiation efficiency
depends on its nature and energy (atom displacements).

In practice, for the evaluation and modelling of the radiation
effects, it is necessary to know the mean dose repartition iniside the
material as well as often the nature and energy of particles in the
sensitive volume. Considering the fluxes encountered and the damages that
can be induced in space, the radiations of concern are electrons, protons,
heavier ions and energetic photons.

Neutron induced damages are generally negligible, except in some
specific situations such as spacecraft with a nuclear power source and
radiobiological hazards on-board heavy shielded vehicles exposed to high
proton or heavy ion fluxes (interplanetary mission for instance). The
interaction between the projectile and the target (atom, electron or
nucleus) depends on the nature (mass and charge) and energy of the
impinging radiation as well as on the mass and charge of the target.

Neglecting photonuclear reactions, photons interact with atoms
through the photoelectric effect (dominating at low energy, up to some tens
of keV), Compton scattering (the main effect between some tens keV and some
MeV) and pair production (energy threshold: 1.02 MeV). In all these cases
energetic free electrons are produced.

The principal interaction, source of the major part of the slowing
down of charged particles, is the Coulomb scattering by atomic electrons,
causing both excitation and liberation (ionization of the atom target) of
the involved electron. Coulomb scattering can transfer sufficient energy
to the atoms to displace them from their position in the lattice. Nuclear
scattering (elastic or inelastic) transfers a part of the projectile energy
to the target nucleus and can eject the atom from its site.

Nuclear reactions, involving the absorption of the projectile by the
sample and emission of other particles, produce energetic recoiling nuclei.
In turn the energetic secondaries slow down by excitation and ionization
and can displace other atoms if they are sufficiently rapid. The maximum
energy transferred to a target of mass M at rest by a projectile (mass:
m, energy: E) is given by:

AE - 4EmM/(M+m)
2

Assuming a displacement threshold Td (minimum energy that must be
furnished at the target for its ejection), for each kind of projectile
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there is an energy threshold E.. Above it, the considered particle can
induce displacement so that the energy threshold is given by

E, - Td(M+m) 2 / (4mM)

For instance in silicon (Td - 12.9 eV) the energy thresholds for protons
and electrons are respectively equal to about 100 eV and 160 keV.
Particles having energy above this threshold induce a number of
displacements that can be computed using the displacement cross sections
(Fig. 23) [Ref. 23].
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Fig. 23: Displacement cross section vs energy for electrons and protons
in Silicon.

3.1.2. Linear Energy Transfer - Stopping Power. A fundamental measure of
particle - matter interactions is the Linear Energy Transfer (LET). It is
defined as the ratio dE/dL (particle energy loss/trajectory length on which
dE occurs). The LET values do not only depend on the particle species and
energies but also vary with the material composition. But in a large range
of atomic number (Z about 6 to 30), the stopping power induced by
ionization (the main process involved in particle slowing down for energies
encountered in space) can be considered as independent of the nature of
material when the trajectory length is expressed in g/cm2 (Exception:
Hydrogen and its compounds are more effective shieldings). The majority
of materials used in space follow this rule and the shielding effect
evaluations are performed with aluminium to determine internal radiation
exposures.

3.1.3. Absorbed Dose and Dose Equivalent. The absorbed dose is the
density of energy deposited by radiations in materials. Its unit is the
Gray (1 Gray - 1 Joule per kilogramme of matter); the rad is often used
(1 rd - 1 cGy). For a specific radiation, the absorbed dose depends on the
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nature of the medium crossed and this information must be given; a notation
such as Ds5 : (absorbed dose in silicon) can be used.

If the nature and the energy of particles modify the material
response to a fixed absorbed dose, then quality factors or equivalent
effectiveness must be defined with regard to the radiation and damage.
Dose equivalent for biological effects includes this aspect in a quality
factor QF:

Dose equivalent - QF x absorbed dose.

The unit of dose equivalent is the Sievert (Sv) corresponding to 1 Joule
per kilogram; the rem is also still use (1 rem - 1 cSv). The quality
factor is a legal and conservative concept defined by the International
Commission on Radiological Protection from a compilation of radiobiological
effectiveness observed. Equal to 1 for gamma rays, the.quality factor (QF)
is only function of the LET in water (Fig. 24) [Ref. 24] for charged
particles. For neutrons recommended values are respectively 2.3 and 20 for
thermal and fast neutrons.
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Fig. 24: Quality factor variations with the radiation's LET.

3.2 CODES FOR PARTICLE TRANSPORT COMPUTATION

The calculation of radiation transport in matter can be carried out with
a variety of codes ([Refs. 25 and 26] for instance). They often use Monte
Carlo method in order to describe individual interactions (Energy loss,
scattering...) of each particle during its transport. Most of these codes
use simple and idealized shielding configurations as finite or semi
infinities slabs, cylinders, solid spheres or spherical shells; usually
aluminum is chosen as reference shielding material and equivalence for
others defined as seen before. Only a few codes (ex. : NOVICE), including
mathematical definition of all shieldings (geometry and nature) exist and
are able to follow the particle transport in the 3D spacecraft structure.
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Generally they can be used for all radiation types and exposure
conditions such as: unidirectional, isotropic or omnidirectional fluxes,
continuous spectra or monoenergetic primaries. They furnish at each point
along the trajectory in the crossed material, the location, the energy and
the direction of the studied particle (primary or secondary). To this
part, forming the core of the computation, may be attached various modules
in order to determine, for each of the followed particles, and summing
their contributions:

* the absorbed dose or dose equivalent profiles,
* the displacement profiles,
* the SEE rates induced by protons or heavier ions,
* the secondary fluxes, doses,... (photons, protons, neutrons,

recoiling nuclei),
• the amount of activations,
* the absorbed charges and induced electric field (deep charging of

dielectrics).

3.3. EXAMPLES OF APPLICATIONS

3.3.1. Absorbed Dose and Dose Equivalent Evaluations. Dose computations
can be performed for the shielding material or for other detecting media
(for instance: Tissue for dose equivalent in biological sample or Si for
absorbed dose in electronic devices). Often, dose evaluations inside the
vehicle follow the four steps described here under.

In the first step, considering an infinite thickness, plane shield
irradiated by the chosen environment, the energy, direction and location
of each particle furnish the density of the transferred energy, the LET in
the material and the quality factor. The absorbed dose and the dose
equivalent induced by the considered particle are computed. The sum of the
contributions of all particles gives the doses profiles versus depth x.

In a second step analytical expression, assuming straight - ahead
approximation and isotropic fluxes furnishes the dose on the detecting
media at the center of solid sphere (radius x) or spherical shell
(thickness x). The dose profile obtained versus x, for the detecting
medium inside the reference shielding material, depends only on the
radiation environment characteristics. It can be considered as dose
specification for a particular mission (orbit, epoch, duration).

The third step is a sectoring analysis of spacecraft structures in
order to obtain the shield thickness distribution (percentage of solid
angle for each thickness) for specific locations inside the vehicle.

The last step furnishes the dose at the fixed point by weighing the
environmental dose by the thickness distribution.

Considering 3D exact computations results obtained for various shield
geometries [Ref. 27], the straight-ahead approximation induces an
overestimate of doses for scattering radiations (primary electrons,
bremsstrahlung,.... ); the values obtained with slabs are lower than those
computed for spherical shells by approximately a factor 2 and 6 for solid
sphere. These results can be considered as limits for the geometrical
effects; the sectoring analysis associated with the solid sphere
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computation appears as an adequate overestimate for the dose estimates
inside spacecraft.

Examples of dose equivalent results at the center of solid sphere are
shown on Figs. 25 and 26 [Ref. 281 for LEO. The computation (including
self shielding by the astronaut's body) of the shielding distribution,
S(x), around the considered point inside the spacecraft is then performed.
Weighting the environmental dose by S(x), we obtain the dose equivalent in
the considered organ. Comparison between doses inside HERMES [Ref. 28] and
in flight measurements on board the Shuttle [Ref. 29] may be seen on
Fig. 27. The difference, less than a factor 3, in spite of the non
equivalence between the shielding distributions, gives an idea of the
uncertainties that can be expected on LEO.

Examples of computed absorbed dose profile and comparison with in
flight obtained results on polar LEO (DMSP - [Ref. 30]) and CEO [Ref. 22]
are shown on Fig. 28. The gap, mainly for weak shielding thicknesses,
between measurements and predictions on CEO, probably comes from an
overestimate of the trapped electron flux. It can be also pointed out that
in GEO the measurements show the important effect of the solar activity
which is not foreseen with the AE8 model.

3.3.2. Neutrons and Recoiling Nuclei Productions under Proton Exposure.
The radiobiological effectiveness of neutrons is high. ICRU-defined
quality factor for these particles reachs approximately 23; consequently
secondary neutron production can be a problem for manned missions on orbits
exposed to high trapped protons fluxes (altitude upper than 500 ki) and
solar protons fluxes (inclined orbits or interplanetary travels). In
another way, secondary recoiling nucleii and light fragments are sources
of Single Event Effect (SEE) under trapped proton exposure in the SAA and
in the polar regions during solar events (see for instance UOSAT2 results
here under).
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Fig. 25: Dosb equivalent rates induced on LEO by GCR and trapped particles
(Al solid sphere shielding).
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Fig. 26: Dose equivalent rates induced on LEO by OR solar events (1 year)
and the August 72 event (Al solid sphere shielding).

H 875 IIEASUREUENTS:II I- : Absorbed Dose
II, j Dose Equ.ivalent
III l JIIIERLIES FORECASTS:

P___ Soeim Minlmwu

I Ii CIIARACTtRISTICS OF USED OUDITS,-jlST S F AIIhT IIER1ES

L~J rii203-28.5 300-28.5a -1 297-28.5 300-28.5

~ ILIa 297 Use-28.5 300-28.54.418 297-28.5 300-28.5
411 62 m82B11s.5 50.8.
4311 207-28.5 300-28.5
4316 352 Mso-57.0 350-57.0Ii5! IA 207/352-28.8 325-28.5.1SIC 297/334-20.5 315-28.50.I D3( 207/454-28.5 450-28.5

7 3 I 1 SI 352-57.0 350_57.0I.!J~~j~Ir'¶ 83(280 le-.5380-2.5
Sir 32034-49.5 3 057.0&.sLI~iII 1. 378 Max-28.11 380-28.'5

II ~ I 1J 10 kfar.28.5 510-28.5
6 7 6 9 4113 41 1 51 I 5 1G51 616C 61A 324-57 322-57.0

41C 41G 5IC 51B 51F5tJ6110 SIC 324-28.5 .325-28.5

0.021STS 31: 600 -28.5 (max) 2.2 mGy Id

0.0 STS 28: 300.-57 (max) 0.13 m~y I d
1083 1084 1085 10801 STS 36: 230 -62 (max) 0.09 mGy /d

Fig. 27: Measured (STS) and computed (HERMES) mean daily absorbed dose or
dose equivalent.



BOURRIEAU 329

10 2 - -- ______

Dose Profie fin LEO DAI (x) (Grays/year)
- - - ~D1- - -Ha!tYa

S! Obrn.d

I OTS

102 Predicted GEOS
10 ~ annual I10 - :dose r,

. ._- Obsered

- 101

A hic ness 7sqc
10° 1 I l It eteosat I1 0 " 1 1 0 0 1 0 1: : • . i

1I 6 25 3 S .6 50 : In Flight Measurements (DMSP) - .-
- : Computation (AP8 - AES - Spherical Shell) Aluminium Thickness_(mm) 1 _.

...... :Computation(APS-AE8 -SolidSphere) 0 1 2 3 4 5 6 7

Fig. 28: Absorbed dose profiles computed and measured in flight on LEO
(left) and CEO (right).

A specific module has been developed at DERTS for the modelling of
the involved process. In this module a Monte-Carlo method is used to
follow the interactions between incident protons and nucleons inside the
nucleus [Ref. 31]. Its outputs are the angular distributions and energy
spectra of recoiling nucleii and secondary nucleons [from cascade and
evaporation (Fig. 29)]. Using the Dose/Flux ratio versus neutron energy
defined by Haffner [Ref. 32] and the quality factor given in the ICRU
Report 40, the neutron induced dose equivalents are then obtained (Fig. 30)
[Ref. 33].

In practice on LEO the secondary neutron dose equivalent is not a
major problem; it represents less than ten percent of the total dose
directly induced by GCR and protons inside representative spacecraft
shieldings. The same module furnishing energy and angle distributions of
secondaries is also useful for the determination of the proton induced SEE
rates (see here under).

3.3.3. Examples of Radiation Damage Modelling

3.3.3.1. Material Swelling Under Irradiation. One aspect of the radiation
damage to glasses is the swelling induced in mirrors exposed to radiations
in space. The heterogeneity of the dose repartition (absorbed dose
decreases from the irradiated surface to the rear side) induces support
deformations if the radiation effect is a permanent density change in the
irradiated part. In isotropic material the result is a parabolic bending
of the surface (convex if density decreases or concave if material
shrinking occurs). This effect may be a long term limiting factor for
optical systems in space.
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Fig. 29: Examples of neutron and recoiling nucleus spectra induced under
proton exposure.
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Fig. 30: Neutron induced dose equivalent on LEO.

Taking into account the absorbed dose profile induced in the
irradiated material, a swelling model of circular samples had been
developed; the mean linear expansion or shrinking coefficient of the
irradiated material is given by [Ref. 34):

a, - kC.e 3/[XdR 2 (e-xd)]

with:

C: the measured rise of the chamber,
e and R: the thickness and the radius of the sample,
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Xd: damaged depth (can be computed or measured if coloration
occurs),

k: a parameter depending on the dose distribution form
(k - 0.83 to 1.03).

From the experimental studies carried out on mirror support materials
(Cervit, Zerodur, Pyrex, and various silica), it appears that the linear
expansion (or shrinking) coefficient is given by:

al(i) - i . D.0-5

with:

DM: the mean absorbed dose in the irradiated part of the
material,

ri: a constant characteristic of the material sensitivity.

On the vitreous ceramics (Cervit and Zerodur) the studies, performed with
various fluence rates, particle types and energies, show that these
radiation characteristics are weightless factors (Fig. 31).

O: . 0.5 Me V Cervit
1.*0.9MV

II 0 : e3 1.4 M.V

1- .Zerodur• ~ ~~~ ~ I•'x , k,5.- ,'rx

.* Tetrl (0)

C.)r

a 10" •' / prt
o

"V fA: v" 1. MOV V

10 . DOSE (Grays)

1o4 Jos 106 107
Fig. 31: Linear shrinking (or Expansion*) coefficient variations with the
absorbed dose in mirror support materials.

3.3.3.2. Thermal Control Coating (TCC) Damages. The optical property
changes of the TCC exposed to radiations in space is an important problem
for the thermal control of the satellites. For these directly exposed
materiLs, only UV radiations and low range particles (protons from solar
wind and the low energy part of the trapped particles spectra) must be
considered.

For the radiation damage modelling [Ref. 35], it is assumed that the
degradation is due to absorption bands (absorption coefficient variation
induced by radiations: ap(l), width: w) appearing in the irradiated
material. The number of active defects is proportional to the product
p(X) - W ap(l) and then we must obtain a simple relation between the
absorbed dose and p(A).
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The studies have been performed on various TCC as paints and
Secondary Surface Mirro-s (SSM) irradiated by low energy protons and
electrons. In the model the absorbed dose profile computations give the
mean dose Dm and the irradiated (damaged) thickness Xd of the sample. The
absorption coefficient variations and the band width are deduced from the
measurements of the spectral reflectance with a model of the photon
propagation on diffusing (paints) and non-diffusing (SSK) media.

Results obtained for aluminized Kapton (SSH) and S13G white paint are
shown in Fig. 32. For the SSM, bibliographical data and DERTS experiment
results are used for the model validation; the density of active defects
(producing an absorption band at 600 run) is proportional to the mean
absorbed dose; the nature and energy of particles and fluence rate are
weightless parameters.
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Fig. 32: Optical damages induced in Thermal Control Coatings (Kapton and
S13G paint) by low energy particles.

For the S13G paint two absorption bands are observed (410 and 2100 nm).
The growth of the active centers does not depend on the particle nature and
energy; it depends only on the absorbed dose.

3.3.3.3. Material Activations. Activations are not generally a problem
in terms of total dose, except maybe for manned missions on-board vehicles
staying for long periods on exposed orbits, as the space station for
instance. On the other hand activations occurring in a radiation detector
can induce constricting background noise on low level measurements.
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For example, computations have been performed [Ref. 36] for the X-ray
telescope SIGMA on-board SIGNE 3 (orbit altitude 500 km - inclination 50*).
Scintillation detectors (NaI-TI and CsI-Tl crystals) are used and
activation induced background noise appears under trapped proton exposure
(during SAA crossings). The activation cross sections are obtained using
Rodstan [Ref. 37] and Waddinton (Ref. 38] relations.

Taking into account the shielding effect by the telescope structure,
the production rate, and the period of the radioisotopes, the number of
disintegrations per second inside involved crystals is computed by
integration along the trajectories. Fig. 33 depicts some results obtained
for:

" a high disintegration rate product (019 -half life 29 sec.). In
this case the disintegration rate follows the trapped proton
fluxes variations during SAA crossings. The base line,
corresponding to GCR protons without magnetospheric shielding, is
overestimated, and in practice one can take advantage of
background free periods to perform low level radiation
measurements;

" a long life (13 days) isotope (I126 in Csl crystal). In this case
the time between SAA crossings is negligible compared to the half
life, and the disintegration rate increases slowly up to a
saturation value (depending on the cross section, the fluxes at
the sample level and the half life of the radioisotope), reached
after approximately three months.
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Fig. 33: Activation of Cal (TIC) and CsI (TIC) crystals and LEO (500 km
- 50 degrees), followed products 1126 and 019.

4. Single Event Effects - SEE

4.1 GENERALITIES

SEE occurs in a specific node of an electronic device when the collected
part of the charge deposited in the sensitive volume by the incident ion
(direct process) - or by a group of secondaries coming from a proton
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induced nuclear reaction in its vicinity (indirect process) - exceeds a
characteristic value, the critical charge QC of the node. The collected
charge depends on the amount of charge generated in the node along the
particle's trajectory. Taking into account the proportionality between the
number of electron-hole pairs created and the total energy lost, the above
conditions may lead to:

* SEE occurs if the energy transferred to the node exceeds a
critical energy Ec.

Or, because the amount of energy lost, assuming a constant stopping power
in the noe', is given by the product of the LET and the trajectory length
in the node:

* only ions with sufficient LET (greater than a LET threshold Ls)
are able to induce SEE in the considered node.

Due to a large amount of electronics to be used, SEEs may be a
difficulty that must be considered. They are a current problem in VLSI
devices and will become increasingly important because of the trend to
reduce the device size, to enlarge the complexity of the circuitry and to
raise the number of memory bits on board.

Direct effects due to primary heavy ions from GCR or SCR, and
indirect phenomena occurring under proton exposure must be studied. Both
source of SEEs (Latch up and Upset - SEL and SEU) have been identified in
flight. On GEO the GCR and SCR contributions appear clearly on board:

0 METEOSAT 2 [Ref. 39]: Less than 0.2 SEU per day in quiet period
by GCR, about 50 SEUs induced during the 10/19/89 solar event,
with a rate reaching about 20 SEUs per day at the peak of the
proton flux;

• ETS 5 [Ref. 40]: near 200 SELs and 70 SEUs during the same
event, with rates up to, respectively, 250 and 40 SEEs per day;
to be compared with about 4 SELs and 1 SEU per day induced by GCR
during quiet periods.

On LEO, measurements with UOSAT 2 (700 km - 98 degrees) [Ref. 41] and MOS
1 (910 km - 99 degrees) [Ref. 42], show the contributions of GCR, SCR and
trapped protons to the SEE rates. On-board MOS 1 the daily averaged SEU
rate increase from 1 during quiet period up to 9 during the October 89
event. On-board UOSAT 2 the daily averaged SEU rate, due to GCR and
trapped protons, observed during quiet periods, less than 9, increase up
to about 20 SEUs per day during the October 89 event.

For both satellites the South Atlantic Anomaly (SAA) appears clearly
on the map of SEU location, identifying trapped protons induced anomalies;
the GCR contribution ranges between 20 and 50%, depending on the device,
during quiet periods on-board UOSAT 2 (Fig. 34). For this satellite the
plot of the latitude of occurrence as function of day show also the
magnetospheric shielding effect on GCR and SCR; the SEE rate during the
October event is negligible up to 45 degrees and approximately 80% of the
GCR induced SEEs occur at greater latitudes (Fig. 34).

I __
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Fig. 34: SEU locations on the TMS4416 RAMs (UOSAT2, 01/89 - 01/90).
Left: latitude / longitude plot. Right: Latitude / time of occurrence
plot.

For a fixed device the anomaly rates corresponding to these sources
depend on:

"* the fluxes encountered; they are function of the mission (Orbit,
epoch),

"* the shieldings around the device, which defines the fluxes
impinging the circuit,

* the device sensitivity; obtained from experimental results or
models, which gives SEE rates for specific particles (energy,
incidence and type) hitting the device.

This defines the various steps of the SEE rate forecast:

"* evaluation of the fluxes encountered outside the vehicle,
"* determination of the shielding effect by structures,
"* measurements and (or) modelling of the device sensitivity,
"* estimate of the SEE rate for the fixed device taking into account

its location inside the spacecraft and its sensitivity to each
ion type.

4.2. PHYSICAL PROCESSES INVOLVED

4.2.1. Heavy Ion Interactions with Matter. The energy of the projectile
is transferred by Coulomb interactions to the electrons of the atoms.
These secondaries (delta rays) have very low energies and short ranges (for
instance: less than 0.1 Am in silicon for secondary produced by a 102 MeV
iron ion). The LET depends on the energy of the ion and increases with its
atomic number (Fig. 35). In silicon the energy to create one "electron -
hole" pair is equal to 3.6 eV; high charge density levels can be observed
along the trajectory (6.103 pairs/pm for 100 keV protons, 105 for 100 MeV
iron ion) in a narrow channel around the ion trajectory.
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Fig. 35: Variation of the LET on silicon with the energy of ions.

4.2.2. Effects on Electronic Devices. In an electronic device,

information storage is performed via charges, voltage state, or current

pulse in localized nodes (particular transistor's junctions - Fig. 36).

A charge pulse induced in such node can modify its state (upset) if the

among of charge exceeds a critical value, the critical charge, Qrit, of the

node.

V

---------r---------- 1
V t

T.
To ~n-Substrate Pr 

TITi

S....... 4V.... .......... .
Fig. 36: Sensitive node in a DRAM and pnpn parasitic structure (SCR) in
a RAM CMOS bulk.

In some types of devices (bulk CMOS memory cell for instance -
Fig. 36) a parasitic pnpn (Silicon Control Rectifier - SCR) structure
exists. Under normal conditions, the breakover voltage for this parasitic
SCR is higher than the power supply voltage and latch-up does not occur.
However, if a sufficient charge pulse is injected into the interior
junctions of the SCR, the breakover voltage can be lowered during a short
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period of time under the power supply voltage, allowing the device to go
into latch-up.

The critical charge in the more recent technologies (Fig. 37) can be
lower than 0.1 pC, corresponding to an amount of energy deposited in the
node lower than about 2.2 MeV in silicon (obtained with Ne and heavier ions
at their LET's maximum on a one micrometer trajectory length).

When an ion crosses a p-n junction with a depletion width a at an
angle of incidence 0, the charges induced along the path (a/cose) in the
depletion region are separated by the electric field inducing a prompt
charge pulse Q, (Fig. 38). In addition the bending of the field

102
Critical charge (pC)

101

Fe10"0

10-1 ~ 80MeV

10-2.

H
10-3 0,3 MeV

1970 1980 1990
Fig. 37: General shape of the critical charge evolution during the last
twenty years. (Charges induced per ym are shown for H ane Fe.)

Fig. 38: Mechanism involved in heavy ion induced SEE (direct process).

line into the substrate, due to the high induced charge density, allows
prompt (<10-' second) collection of charges Q2 from an extension (length Xf)
of the depletion region along the track (funneling effect). Also minority

carriers diffusing from the sustrate to the depletion region of the cell

Fig.~~~~~~~ ~ ~ ~ ~ ~ 38 ehns novdi ev o nue E drc rcs)
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can be collected giving additional delayed (10-7 second) charge pulse Q3 at
the node (neighboring cells can be affected by a part of this diffusing
charges).

Taking into account that 3.6 eV are necessary to create an electron-
hole pair, the collected charge is related to the ion's LET by:

Q. - afk1 L(E,Z)a/cos B+k2L(E,Z)Xf] + k3Q3

with:

a: correction from charge to energy, a - 22.5 pC/MeV,
ki: reciprocal of the collection efficiency for the

considered charge,
L(E,Z): LET of the ion Z at the energy E, assumed constant

in the node.

When the amount of collected charge, Qc, exceeds the critical charge
of the crossed cell, then a single event (upset or latch-up) may be
observed if it is a sensitive node. Neglecting the contribution of the
diffusion to the collected charge results in

Qcrit ! aL(E,Z)[a/cos e + Xf]

4.3. DIRECT EFFECTS BY HEAVY IONS

Primary heavy ions (GCR and SCR) can induce sufficient ionization around
their track in the sensitive volume to produce SEE by a direct process.
The susceptibility of the devices under exposure to these particles is
characterized by the cross section variation versus the LET of ions.

4.3.1. LET Threshold and SEE Cross-Section. Considering monocinetic ions
(energy, E; atomic number, Z) impinging on a device under normal incidence,
SEE can occur if they cross the collection volume of the sensitive
cells, and if their LET , L(E,Z), is greater than a minimum value, the
LET threshold L., given by

L. - Qcrit/[a(a + Xf)] - Qcrrt/(aa')

Assuming that n identical cells exist in the device and that they are
right-angled parallelepipeds, the sensitive surface of the device, its SEE
cross section a, is given by:

a - nb'c'

b', c' and a' (the dimensions of the collecting volume perpendicular to the
beam and its thickness) are the extension, by funneling and diffusion, of
the information storage junctions. These dimensions are functions of
L(E,Z); consequently the cross sections increase more or less rapidly with
the ion's LET, from L, up to a saturation level corresponding to the value
defined by the relation above (Fig. 39) [Ref. 43]. Various types of
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collection volumes can exist in a device, so the total cross section is the
sum of the cross section corresponding to each node.

O(L) (sqcm) LET

0~L2...............
Osat ............

...........

........... 2

L .. . . . :
ET(MeV.sqcm/mg) 0: ZI

Ls 6 E (MeV)

Fig. 39: Shape of the cross section variation with the ion's LET (left)
and methods to change the LET during tests with accelerators (right)
[Leff - L(Ej, Zi)/cose].

In order to determine SEE rates induced in space by heavy ions (GCR
and SCR) its necessary to know (see her under) the cross section variation
o(L) with the LET; experimental measurements must be performed under
energetic ion beams.

4.3.2. Measurements of the Device Sensitivity. Cross section measurements
are performed with ion beams furnished by high energy accelerators.
Considering the domain of the ion's LET encountered in space, up to about
100 MeV cm2 /mg, a large range of LETs must be studied for each device
(obtained experimentally by changing (Fig. 39) the ion specie (Z), energy
(E) or incidence (e)).

The cross section is then defined, from the experimental results,
by:

o[L(E,Z,O)] = N cosO

fO[L(E,Z,t) dt
0

with:

N: the number of SEE measured during a period of time T,
O [L(E, Z, t)]: the instantaneous ion's flux.

Some results of SEU (upset) and SEL (latch-up) cross section measurements
are shown on Fig. 40.



340 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

to-
I 0-22

1 i.3- E --
STI 1C0S iC68020

(SRAM l6kXl) . ,-- (CMOS bulk)

Latch-up Latch-up

10-5 LET (MeV.sqc .mý .ngQl 0 LET (MeVzsqem/mg)

0 20 40 60 0 20 40 6 so8

10.' H F°47. M'E

10i-3 1o-3i

8 io•4
-

X X'As 10-4U LET (MeV.sqcm/mg) U LET (MeVsqcm/m9)

10-6' U 10- ,5,a 20 40 6.0 0 40 60 so

Fig. 40: Examples of SEE cross section measurements results.

Various problems can be observed during these experimental

measurements :

0 the LET must be constant in the volume (sufficient ion's energy),
0 the same LET obtained (Fig. 39) with light El, Zj,• and heavy ions

(Z2, E2) can give different results, due to recombination increase

linked with the higher charge density in the channel around the
track of the ion of lower atomic number Z, [Ref. 44],

* the LET variation with the angle of incidence (L, ff - L / cos8) is
not valid if funneling occurs; in the same way, the cross section

, correction, a(@) -oa.cose, is not valid for compact nodes when
S~the lateral surface of the node is not negligible.

Cost and disposal are the main disadvantages of the accelerator
facilities; in order to reduce the cost of the device sensitivity

imeasurements, often the fission fragments furnished by rdociesources

Sradiactiv

(Cf252 for instance) are proposed. In practice they can be used only for

preliminary screening tests and to control, before the tests with the
accelerator, that the SEE detecting facility works properly.

4.3.3. Forecast of SEE Induced in Space by Heavy Ions. The flux and
fluence of each type of ion (bCR and SCR), received by the satellite during
a fixed mission, depend on the orbit inclination and altitude as well as
on the date of the flight. In practice the effects of these parameters are
well known and worse cases may be defined for the various components of the

radiation environment.
notmmmi|mmmmm m=n= vaid ifmuneln ocus in h aewy h rs eto
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The solar event probability follow the solar cycle; it is assumed
that SCR emissions occur only during the seven years of maximum activity.
Primary fluxes crossing the spacecraft structures undergo interactions;
they modify energy and angle distributions. Study of the transport must
be performed in order to obtain the radiation characteristics (energy and
direction) of each ion species inside the vehicle, at the device level.

These outputs are then used to determine, if necessary, the LET
spectra of the various sources (GCR and SCR) versus the shell thickness x.
Then various ways may be followed to determine SEE rates; in all available
codes the inputs to be used are experimental measurements of the device
sensitivity, such as the cross section per device or per bit, o[L(E,Z)].

a) In the CREME software [Ref. 8], assuming that sensitive nodes are
right angle parallelepipeds of known dimensions (a', b' and c'), and that
the exposure is isotropic, one computes:

"* A: the average projected area of the node,
"* Si...: the maximum path length of the ion track in the node,
"* F(S): the differential path length distribution.

Then the error rate per bit for the considered silicon device (k) is given
by:

nc = 22.5xAQi f F(S) F(>L) dLf ~L 2

where:

"* F(>L): Integral LET spectrum of the considered environment
inside the spacecraft,

"* L,,: maximum of the LET range,
"* L-wn: 22.5 Q./S..: minimum of the LET range,
"* L.: LET threshold under which the cross section is equal to zero.

In this method one assumes:

"* isotropy of fluxes at the device level. It is not the case
mainly for SCR inside the spacecraft,

"* constant LET of ions in the node, for a particle near the end of
its range that can result in energy loss in the node exceeding
the ion energy,

"* dimensions (a', b' and c'), including diffusion and funneling,
are known. It is often difficult to have these data.

b) Other routines use Monte Carlo simulation to follow the ion's
transport from the outside of the shielding up to the device. Then impact,
trajectory length and energy loss aE in the sensitive node [dimensions a',
b', c' and o(L) known] can be determined for each impinging ion. The SEE
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rate can be then obtained by weighting the spectra of the energy losses by
the cross section.

In simplified computations [Ref. 45], taking into account the
incidence and the energy (E, 6) of the ion impinging the sensitive volume,
one computes its effective LET, L*ft - L(E,Z)/cosO. Neglecting the
limitation of the trajectory length in the node by its lateral sides, SEE
occurs if Lff is greater than the LET threshold L5 . Finally the
computation furnishes the SEE number, NsEE(>L), per square centimeter of
sensitive surface versus LET, for the considered ion source and various
shielding thicknesses. Figure 41 depicts these results obtained for GCR
on SPOT orbit (800 km, 97 degrees) at center of aluminium spherical shells.

Then for any device (k) experimentally characterized [cross section
ak(L) measured], the foreseen SEE rate in flight is given by:

N, f aL -0,WdN8=(fON 5•(>L) ]L Ok(L) dL

with:

"* L: the LET threshold of the device,
"* I...: maximum of the range studied.

NSEE (cm' 2 .d 1l) I I I

104 Aluminium Spherical Shell
(Ig/sqcm)

102

100

10-2

--- Solar Minimum

10-4 - - Solar Maximum

10-6 L (MeV.sqcm/mg)
10-3 10-2 10-1 100 101 102

Fig. 41: SEE rate induced by GCR on polar orbit at 800 km versus LET.
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The advantage of this method is that only cross section measured results
are necessary; but, due to the unrestricted path length, the Nsu(>L) plot
must be considered as an upper limit giving an overestimate of the SEE
rate, mainly for devices which have compact nodes and high LET thresholds.

4.4. INDIRECT PROCESS, PROTON INDUCED SEE

Under proton exposure a nuclear reaction in the node vicinity induces
secondary ionizing radiations (protons, light fragments and recoiling
nucleus). The sum of the charges produced along their tracks in the node
may exceed the critical Q,; then indirect SEE occurs.

4.4.1. SEE Cross Section

Experimental Measurements
As for heavy ion induced effects experimentation may be performed in

order to characterize the device (k) sensitivity. In this case the
measured parameter is the cross section per bit (Fig. 42) [Ref. 46] versus
proton energy, ok(Ep). The domain of energy that must be studied ranges
from some MeV up to about 500 MeV. Few accelerator facilities can cover
this domain.

SIDT 7164 HM 65641 a-

E t.1a- 1o-13 °

10.14-.2.2

110-14

10"1S E (MeV) E (MeV)

0 40 s0 120 0 200 400 600 800 1000

Fig. 42: Examples of measured cross sections for SEU induced by protons
(indirect process) versus proton energy.

Bendel's Cross Section Model
A tentative calculation had been performed by Bendel [Ref. 47] in

order to obtain a semi-empirical description of the cross-section
variations with the proton energy. The single parameter characterizing the
device sensitivity is its energy threshold A (the minimum energy of protons
to induce SEE).

The advantages of this approach are:

* the cross section is obtained from measurements at low energy
(less than 50 MeV); accelerators covering this range may be
easily found,
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for specified environment and shielding the SEE rate depends only
on A.

Nevertheless this method furnishes doubtful results, and in order to
increase the precision of the model, a second parameter has been introduced
[Ref. 48] taking into account experimental results obtained at some
hundreds of MeV.

Nuclear Reaction Modellina for Cross Section Computation
Taking into account that direct process cross section must be

determined to define the sensitivity to OCR, and assuming that the critical
charge and the node dimensions may be then obtained, an alternative
approach may be developed. It must compute the locally transferred energy
by the nuclear reaction products (Fig. 43) [Refs. 31 and 49].

In the DERTS routine the first step is a study of the proton induced
reaction in order to define the characteristics of the secondary ionizing
fragments. The process is divided into casckde and evaporation stages,
both simulated by using a Monte Carlo method.

The nucleus model is that of Hofstadter [Ref. 50] with a Fermi
distribution of the charges. Relativistic computation of the interactions
is used, and one excludes collisions leading to nucleon energies less than
the Fermi level.

(a, p+, n..) Zr
Fig. 43: Mechanism involved in proton induced SEE (indirect process).

The total proton-nucleon and neutron-nucleon cross sections are fits
of experimental data obtained by Chen [Ref. 51]; the differential cross
sections with respect to the angle distributions are those defined by
Metropolis (Ref. 52].

Primary proton and knocked on nucleon trajectories are followed
inside the nucleus up to the capture (if the energy drop down a fixed
cut-off value) or up to the output of the target. The residual nucleus is
left in an excited state; then evaporation occurs. During this process the
deexcitation by gamma ray emission is neglected. The secondary nucleon
evaporations are assumed isotropic and computed using density levels
defined by Weisskopf [Ref. 53] and Dostrovsky [Ref. 54] and pairing
energies given by Cameron [Ref. 55]. The evaporation process is stopped
when the excitation energy falls sufficiently low.

Taking into account energies and directions of all involved particles
(primary proton and secondaries from cascade and evaporation), then the
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kinetic energy and eirect~on of the recoiling nucleus is obtained as well
as its LET. Repeated computations for some thousands of primary protons
furnish finally, the energy and angle distributions of secondary nucleons
and recoiling nuclei LET spectrum. Considering the mass losses of the
target and the secondary nucleon characteristics, good agreement is found
with results reported by Metropolis for monocinetic protons up to about 300
MeV.

For higher energies differences appear due to pion and light fragment
production neglected in the computation. With regard to the shape of
proton spectra in space, the consequences for SEE rate forecast should be
weak. These results, given for monoenergetic protons interacting with the
target nuclei, must be corrected by the nuclear reaction probability; this
is performed by using cross section model developed by TSAO and SILBERBERG
[Ref. 56].

Neglecting charges produced by primary and secondary protons involved
in the reaction, the LET spectra obtained may be then used for the
computation of the SEE cross section versus proton energy. In this last
step the node (assumed right angled parallelepiped) dimensions a', b' and
c' as well as measurements under heavy ion flux of the SEE cross section,
a(L), must be available. If necessary the saturation cross section for
high LET may be used for a rough evaluation of the surface dimensions of
the node, with:

b' -c' - st0.5

Averaged trajectory length in the node and solid angle under which
the sensitive volume is seen from the nuclear reaction location are
computed assuming isotropic exposure; then, correction of the recoiling
nuclei LET spectra, taking these values into account, is performed.
Finally the proton induced SEE cross section at fixed energy is obtained
by integrating the product of the heavy ion induced cross section by the
corresponding LET spectrum of recoiling nuclei. Examples of results
obtained for the Fairchild 93L422 SRAM and Intel 2164A DRAM and comparisons
with other models and experimental measurements are shown on Fig. 44.

4.4.?. Computation of Proton Induced SEE in Space. Assuming that the
preliminary studies are achieved:

0 the SEE cross section, Sk(Ep), is defined from experimental
measurements, Bendel model or nuclear reaction computation,

* the flux forecasts had been performed for trapped and solar
protons on the specified orbit,

0 the radiation transport in the shielding materials has been
studied, giving the spectra of trapped and solar protons at the
device's level, O(E,x).
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Fig. 44: Comparison of the computed (nuclear reaction model) and measured
cross sections for SEE induced by protons.

Then a rough evaluation (angle distribution of particles neglected) of
proton induced SEE rate for the device (k) is given by:

Nk =0 f(E, X) 0k (E) dE
0

Some results obtained with the Bendel model are shown on Fig. 45 for
trapped and solar protons (August 72 event); for a characterized device (A
and number of bits defined), the SEE rate can be directly obtained from the
curves.

NSEE (bil-I.event'j) ZNSEE (bit-I dl)

10-2 10 -1 .Sk

08/72 I ~ O~

10-2
10-4  - OR \

I *.~700km

104- - nlnto 0k

10-6-_____ 04

1- _ As (MeV) \ 10 -5- iiato (degrees)
10 20 30 0 10 20 40 60 80

Fig. 45. SEE rate (Bendel model) by proton events (450 km -64.5*,

shielding 37 mm Al), and trapped protons (A - 15 MeV, B - 24).
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If nuclear reaction modelling is used, more precise computation,
including the angular distribuLion of the protons impinging the device, may
be performed. SEE rates foreseen by using the nuclear reaction model, and
measured in flight on board UOSAT 2 [Ref. 57] on HM6554 and RM6516 memories
are given on Table 1. All the results are found in good agreement with
experiment, showing that nuclear reaction modelling is an effective method,
to be used for proLon induced SEE cross section computations and for the
SEE rate forecast in flight.

Table 1: Computed (nuclear reaction model) and measured (UOSAT2) SEU
rates.

DEVICE HM6516 HM6564

FLIGHT 2 X 10C7  2.6 X 10-7

MODEL

Solar Min. 7 x 10-7 2.9 x 10-7

Solar Max. 2.2 x 10-7 10-7
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PHYSICS OF ENERGETIC PARTICLE INTERACTIONS

C. DYER
Defence Research Agency
Space Technology Department
Farnborough

ABSTRACT. This paper is designed to serve as a bridge between preceding
papers describing the space radiation environment and ensuing papers
dealing with specific effects. Particles of interest include both primary
particles present in the space environment (such as protons, heavy ions and
electrons) and secondaries (such as neutrons, mesons, X-rays and gamma
rays), which are generated by interactions in spacecraft materials. In
addition neutrons, X-rays and gamma-rays are frequently used in ground
testing to simulate the effects of primary radiation, and are emitted by
nuclear power sources.

Relevant reactions are reviewed for all the above and include
interactions with atomic electrons leading to ionization and excitation,
and nuclear reactions leading to scattering, displacement and the
production of secondary particles and induced radioactivity. The
terminology used to quantify the interactions is defined and includes
stopping power, linear energy transfer, range and reaction cross-section.
The dependencies of these on incident particle and target material
parameters are described and relationship is made with the parameters used
to describe effects such as dose and equivalent displacement damage
fluence. Thick target situations require radiation transport calculations
to deal with the build-up of secondaries. Such methods are described and
illustrated by calculations performed for the Gamma Ray Observatory. In
such a heavyweight spacecraft effects are magnified some twentyfold by the
build-up of secondaries. Hence predictions for such a system are a good
test of the codes. Comparison with early data is very encouraging.

1. Particles of Interest

1.1. PRIMARIES

Energetic particles in the natural environment arise from cosmic rays,
solar particle events and the radiation belts. Penetrating cosmic rays and
their observation by ground-based monitors have been reviewed by Mathews
(Ref. 11 in these proceedings. While particle energies extend to 1020 eV,
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from the point of view of space systems it is particles in the energy range
1 to 20 GeV per nucleon which have most influence. The majority are protons
(85%) but the influence of alpha particles (14%) and heavier nuclei (1%)
is disproportionate to their number as they are more efficient at producing
secondaries and are more heavily ionizing. Sporadic solar particle events
populate interplanetary space for several days at a time and can penetrate
to low earth orbit at high latitudes. Particle energies are typically up
to several hundred MeV per nucleon but occasionally reach several GeV.
Protons again dominate but significant fluxes of alphas and heavier nuclei
contribute to effects and their proportion varies from event to event. An
additional "anomalous" component of cosmic rays comprising helium,
nitrogen, oxygen and neon ions of relatively low energy (1 to 30 MeV per
nucleon) occurs from time to time. These appear to be singly ionized so
that they can penetrate to low latitudes and are thought to be picked up
from the interstellar medium and accelerated in the solar wind. Energetic
particles trapped in the geomagnetic field comprise electrons with energies
up to several MeV and protons with energies up to 600 MeV. While energetic
electrons are present out to ten earth radii, the energetic protons are
confined within three earth radii.

1.2. SECONDARIES

Energetic primaries can interact with nuclei of spacecraft materials and
the atmosphere to give a range of secondary products. For primary protons
and ions these secondaries include neutrons, protons, mesons and fragments
of the incident or target nucleus. Particles knocked directly from the
nucleus in the intranuclear cascade can have energies approaching that of
the incident particle, while the residual excited nucleus can evaporate
neutrons and light fragments and de-excite by gamma-ray emission with
characteristic energies up to 20 MeV. Following this evaporation the
residual nucleus is usually neutron-deficient, and hence radioactive, with
decay products comprising beta-particles and gamma rays of a few MeV in
energy emitted according to their half-lives, which range from microseconds
to millions of years. Mesons are very short-lived and decay into gamma
rays and electrons or positrons. Energetic electrons and positrons produce
X-rays of up to the incident particle energy by the process of
bremsstrahlung.

1.3. MAN-MADE

Reactor and radioisotope sources are used to power space systems where
solar power is insufficient, and these produce neutrons and gamma rays of
several MeV. These radiations are also emitted by exoatmospheric nuclear
bursts, which in addition emit fission fragments that subsequently decay
to enhance the electron levels in the radiation belts. Neutrons, gamma
rays and fission fragments, while not primary space radiation, are
frequently used as economical methods for ground testing. Clearly the
physics of the relevant interactions must be adequately understood for this
read-across to be valid.
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1.4. PARTICLE AND INTERACTION CATEGORIES

From the point of view of interactions and effects it is convenient to
divide the above particles into the following categories.

1.4.1. Charged Particles comprise protons, ions and electrons. They all
interact by the Coulomb force with atomic electrons to give ionization and
with nuclei to give scattering and displacement. Electron scattering on
the nuclei gives bremsstrahlung radiation. Protons and ions also interact
with nuclei via the short-range strong force to give nuclear reactions.

1.4.2. Neutrons are uncharged and interact via the strong force with the
nuclei to give both scattering and transmutation reactions.

1.4.3. Photons are quanta of electromagnetic radiation and are usually
called X-rays when produced by electromagnetic processes (e.g.,
bremsstrahlung) and gamma rays when produced in nuclear processes. They
are indirectly ionizing via electrons and positrons generated in discrete
interactions with atomic electrons and nuclei.

2. Ionizing Radiation

2.1. DIRECTLY IONIZING RADIATION

Energetic charged particles can impart sufficient energy by Coulomb
interactions to overcome the binding energy of atomic electrons and create
electron-ion pairs. This process is always accompanied by excitation of
electrons to higher, but bound, orbitals. In the solid state, electrons
are raised in energy to the conduction band to give electron-hole pairs.
Energy-loss by ionization is a continuous process so that there is a range
at which all energy has been lost. However for electrons there is
considerable scattering in direction so that their range is less clearly
defined.

2.2. INDIRECTLY IONIZING RADIATION

Uncharged particles, such as neutrons and photons, can produce directly
ionizing charged secondaries. In this case range is not a valid concept
as the particles undergo discrete interactions leading to exponential
attenuation.

2.3. RADIATION UNITS

2.3.1. Unidirectional Particle Flux is defined as the number of particles
crossing unit area perpendicular to their velocity per unit time. For n
particles per m3 of velocity v m s-1,

Flux(o) - nv m-2 s-1
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2.3.2. Omnidirectional Particle Flux is defined as the number of particles
entering a sphere of unit cross-sectional area per unit time.

2.3.3. Particle Fluence is the integral of flux with respect to time.

2.3.4. Particle Energy is commonly expressed in units of electron-volts
(eV).

1 eV - 1.602xlO-19 J
1 MeV - 1.602xlO'1

3J

2.3.5. Specific Energy Loss (S) is the removal of energy from the particle
per unit path length of material.

S - dE/dx in MeV/cm or MeV/m

2.3.6. Stopping Power is defined to be S/p, where p is the density of the
medium. Units are MeV/(g cm-2 ) etc. It is common practice to express
shield thicknesses in units of density x thickness (i.e., g cm- 2 etc).
This normalises to the same number of atoms for a given material and
approximately normalises to the same number of electrons between different
materials (i.e., those with comparable Z/A, see below).

2.3.7. Linear Energy Transfer is defined as the energy deposited in the
material per unit (density x pathlength). For heavy particles LET is
nearly identical to the stopping power, but it can differ when some of the
energy lost is not deposited locally.

2.3.8. Absorbed Dose is defined as the energy deposited as ionization and
excitation in unit mass of material. Units are rads and grays.

I rad - 100 ergs/g
1 gray - 1 Joule/kg
I gray - 100 rads

Dose (grays) - fluence (m-2 ) x LET (MeV m2/kg) x 1.602 xlO-13 (J per MeV).

It might be hoped that the absorbed dose would uniquely define effects.
Unfortunately there are further dependencies on, for example, dose rate and
particle type.

2.3.9. Dose Equivalent is an attempt to account for this in biological
systems by multiplying absorbed dose by a Quality Factor which measures the
dependence of radiobiological damage on particle type. A dependence on
local density of ionization leads to quality factors of up to 20 for heavy
ions and fast neutrons. For absorbed dose in rads, dose equivalent is in
rems, while in the mks system the unit is the sievert.

2.3.10. Energy Loss Per Electron-Hole/Electron-Ion Pair (w eV) is the
average energy required to produce an electron-hole pair (solids) or
electron-ion pair (gases). This quantity is greater than the band gap or
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ionization potential (approximately double for insulators) due to the
sharing of energy loss with excitation. Examples are given in Table 1.

Table 1.

Material w (eV)

Air 33.7
He 42

Si 3.6
SiO2  17
Ge 2.8
GaAs 4.8

2.4. STOPPING POWER DEPENDENCE FOR IONS

Consider a particle of charge Zi and velocity v in a medium of atomic
number Z. and atom number density N, atoms/m3. This particle will be in
the vicinity of each electron for a time proportional to I/v. The momentum
transferred is proportional to force x time, ie to Zi/v. The kinetic
energy transferred is proportional to the square of the momentum transfer
and as there are NZ, electrons per unit path length,

S _ (Z1
2/v 2 ) x N=Z=

As N, - NA p/A,, where NA is Avogadro's Number,

S/p _ (Z, 2/v 2) x (Z./A,)

For hydrogen Z,/A. is 1, while for other elements the ratio is
approximately 0.5 and decreases gradually with increasing Z. Hence
hydrogen is the most efficient shield and while other elements have
comparable S/p, lighter elements are in fact more efficient.

A fuller treatment leads to the Bethe-Bloch equation, but the above
enables a simple understanding of the curves presented in Fig. 1. It can
be seen that slower ions are more heavily ionizing but their stopping power
is eventually limited at low energies by their capturing electrons to
become neutralised. At the high energy end their velocities approach the
speed of light and they become "minimum ionizing". Also noteworthy is the
strong dependence on atomic number which means that high-Z ions can deposit
sufficient energy to give single event upsets (Ref. 2]. Stopping powers
and LETs are well summarised in the literature Ie.g., Refs. 3,4j.

2.5. STOPPING POWER AND BREMSSTRAHLUNG FOR ELECTRONS

Similar considerations apply to the stopping power for electrons. However
their lighter mass means that they are strongly scattered and also at
energies of concern here they are relativistic and hence minimum ionizing.
Another consequence of their low mass is the emission of bremsstrahlung
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Fig. 1: Ionisation stopping power dependence on energy for ions in silicon
compared with ionisation and bremsstrahlung for electrons.

(braking radiation) due to acceleration by the electric field of the atomic
nuclei. Rate of radiation is proportional to the square of the

acceleration (i.e., to W,2) and increases with particle energy. The
emitted radiation is in the form of penetrating X-rays with energies up to
that of the electron and these are difficult to shield against. Hence low-
Z materials are preferred as electron shields. Stopping-power curves for
ionization and bremsstrahlung by electrons are included in Fig. 1 and
tabulations may be found in the literature [e.g., Ref. 5).

2.6. PARTICLE RANGES

A consequence of the dependence of stopping power on particle velocity is
that the rate of energy deposition and ionization increases as the particle
slows down so that a Bragg peak is observed at the end of the track.
Fig. 2 (taken from [Ref. 6]) gives a typical curve of ionization density
vs depth for an ion. There is a fairly sharp cut-off at the end of track
where the ion is finally stopped and neutralised and this gives a well
defined range, although there is a small amount of scattering leading to
straggling. For electrons scattering is very significant and the shape of
the attenuation curve is very different with range less clearly defined
(see Fig. 3 taken from [Ref. 7]). Range vs energy curves for protons are
presented for low energies in Fig. 4 (taken from (Ref. 7]) and at high
energies in Fig. 5 (taken from [Ref. 6]). Note the change in vertical scale
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Fig. 2: Representative Bragg curve of ionization density imparted by an
ion vs depth in material.

from pg/cm2 in Fig. 4 to g/cm2 in Fig. 5. The higher shielding efficiency
of low-Z materials can be clearly seen. Fig. 6 (taken from [Ref. 8])
compares the ranges of electrons and protons. The electrons are minimum
ionizing and hence more penetrating up to those energies at which
bremsstrahlung dominates. It must be remembered that even if the electrons
are stopped the bremsstrahlung radiation must be shielded against.
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Fig. 3: The penetration of I HeV electrons through aluminum shows a less
clearly defined range due to scattering.
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Fig. 4: Curves of range vs energy for low energy protons in Si, Fe, Ce,
and Pb.

2.7. EFFECTS ON SPACE SYSTEMS

Accumulated dose leads to degradation of space sytems (e.g., the threshold
voltage shift of CMOS transistors), while large linear energy transfers by
individual particles can lead to single event upsets and latch-up. Both
these phenomena are extensively discussed by Stephen [Ref. 2]. A dose vs
depth curve is illustrated in Fig. 7 for a 850 km, sun-synchronous orbit.
It can be seen that the electron contribution is more easily shielded than
the proton contribution due to their different energies (1 MeV cf 100 MeV).
In addition bremsstrahlung dominates electron ionization after 7 mm.
Single event phenomena are characterised by integral LET spectra (i.e.,
particle fluxes greater than a certain LET) as illustrated for a Space
Shuttle orbit in Fig. 8. Devices have a certain LET threshold for upset
and the integral flux above this threshold may be used to assess upset
rates. Comparisons for a wide range of orbits are presented by Bourrieau
[Ref. 9].
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Fig. 5: Curves of range vs energy for energetic protons in hydrogen,

tissue, Al, Cu, and Pb.

2.8. PHOTON INTERACTIONS

X-ray and gamma-ray photons give indirect ionization via three discrete
interaction mechanisms.

2.8.1. Photoelectric Ionization dominates at lower photon energies and
involves the absorption of the photon on a tightly bound orbital electron
(usually K or L shell). The kinetic energy imparted to the electron is the
difference between photon energy and binding energy. The latter is
released either as a fluorescent X-ray or as Auger electrons.

2.8.2. Compton Scattering dominates at higher energies and can be
considered as the elastic scattering of a photon on a free electron (the
binding energy is neglected). Conservation of energy and momentum can be
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used to derive the photon energy as a function of scattering angle. Energy
transfer to the electron is a maximum for backscatter (1800) but is never
total, the backscattered photon energy tending to 256 keV (half the
electron rest-mass energy) at high values of incident photon energy (see
Aig. 9 taken from [Ref. 7]).

2.8.3. Pair Production can occur for photons of greater than 1.022 MeV
(twice the electron rest-mass energy) and is the materialisation of the
photon into an electron-positron pair by interaction with the intense
electric field of the atomic nucleus. The heavy nucleus has negligible
recoil energy and the kinetic energy imparted to the electron and positron
is the difference between the photon energy and their total rest mass
(1.022 MeV). This rest mass reappears as two 0.511 MeV photons when the
positron is brought to rest and annihilates an ambient electron.

2.9. PHOTON ATTENUATION

The discrete interaction probabilities of photons with electrons and nuclei
are described in terms of reaction cross-sections and lead to exponential
attenuation. Similar treatments and terminology apply to the nuclear
reactions of particles.
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Fig. 7: Daily dose in silicon vs depth in a semi-infinite aluminum shield
for radiation-belt electrons and protons encountered in 850 kin, near-polar
orbit.

2.9.1. Microscopic Cross-Section (ai) is the effective area presented to
the incident beam by the target or nucleus for the particular reaction.
The unit commonly employed is the barn (an approximate measure of the
cross-sectional area of a nucleus).

1 barn - 10-241 cm2

- 10-28 in
2

For N. target nuclei per unit volume the effective target area is N -7, and
hence the reaction rate per unit volume is N~cio.

A thickness of material dx leads to removal of a flux

do- -N~oo dx
so that on integration O(x) - 0(0) exp(-N~o x)
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Fig. 8: Integral linear energy transfer spectrum for a low inclination,
low altitude space shuttle orbit.

The product NmU is the probability of interaction per unit path (m-1) and
is commonly called the linear attenuation coefficient (p) for photons. In

neutron physics this quantity is termed the macroscopic cross section (Z).
The reciprocal of p or Z has the dimensions of length and represents

the distance required to attenuate the flux by a factor of e. It is also
equivalent to the average distance between interactions or "mean free
path."

By dividing the linear attenuation coefficient by the density of
material the more fundamental mass attenuation coefficient (m2/kg) is
obtained.

Alp - Nu/A.a
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Fig. 9: Energy spectrum of Compton electrons produced by primary photons
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2.9.2. The Dependence of Attenuation on Material is expressed in the

following relationships.

i) Photoelectric a - Z4 Al/p .4/A

ii) Compton a -J ;Z /pAp Z1 /A.

iii) Pair Production a -Z 2 ; P/p 2Zl/A.

Thus both photoelectric and pair production processes increase in
probability very strongly with the atomic number of the material, whereas
for Compton Scattering the dependence is weak for elements heavier than
hydrogen and operates in the converse sense. Hydrogen is approximately
twice as efficient in giving Compton Scattering compared with other
elements. In general high-Z materials are favoured for photon attenuation.
In space systems it is common to deploy low-Z materials sufficient to stop
the bulk of primary electrons with maximum efficiency and minimum
bremsstrahlung and then to follow this with high-Z material to attenuate
the bremsstrahlung photons.
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2.9.3. The Dependence of Attenuation on Photon Energy is expressed in
Fig. 10 taken from [Ref. 6]. The photoelectric effect probability falls
off rapidly with increasing energy, the Compton process probability is
relatively flat, while the pair production probability increases with
energy above the threshold. The regions of domination of the various
processes are mapped in Z,E space in Fig. 11 taken from [Ref. 10]. It can
be seen that for silicon the Compton process dominates over most of the
energy range of interest.

K ABSORPTION EDGE

O• PHOTOELECTRIC EFFECT
0 cc Z 4-5 E-3

z TOTAL

0

U COMPTON EFFECT

z E

0

PAIR

PRODuCTIONIEFFECT

crZ2 E2

PHOTON ENERGY

Fig. 10: Photon interaction cross-sections as a function of photon energy
and atomic number.

2.9.4. Dose Enhancement occurs at the boundaries between materials of
different Z when there is a significant discontinuity in the mass
attenuation coefficients. This is less severe for MeV photons when Compton
scattering dominates but can be very marked for low energy photons when the
photoelectric effect dominates. For example 150 keV photons show an
enhancement factor of about 20 in regions of silicon adjacent to a layer
of gold. For this reason care must be taken in performing total dose
testing using low energy X-ray machines and to avoid scattering to low
energies of more energetic sources such as Cobalt-60.
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Fig. 11: Illustration of the relative importance of the three types ofphoton interaction as a function of Z and photon energy. The solid linescorrespond to equal interaction cross-sections for the neighbouringeffects. The dashed line corresponds to silicon.

3. Particle Interactions With Nuclei
3.1. INTERACTION CATEGORIESr 3.1.1. Neutrons are uncharged and interact via the strong force which is
short range.
3.1.2. Elastic Scattering conserves kinetic energy and leads to latticedisplacement damage. There is no threshold energy for the reaction butthere is a threshold to displace an atom from its lattice site.
3.1.3. Inelastic Scattering produces nuclear excitation at the expense ofkinetic energy and results in gamma rays from the subsequent deexcitation.There is a threshold energy related to the first excited state of the
nucleus.
3.1.4. Capture leads to gamma-ray de-excitation and a radioactive neutron-rich product. There is no threshold and cross-sections increase with
decreasing neutron energy.
3.1.5. Transmutation is the general name given to a wide range ofreactions which lead to particle emissions and radioactive products. Thesegenerally have thresholds related to the binding energies of the emitted
particles.
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3.1.6. Heavy Charged Particles interact via the strong force to give

similar reactions to neutrons. However they must have sufficient energy

to overcome the Coulomb barrier and this raises the energy threshold for

reactions and makes radiative capture much less likely. In addition the

interaction at a distance via the Coulomb force leads to scattering and

lattice displacements.

3.1.7. Electrons interact via the Coulomb force only to give scattering
and bremsstrahlung. Their low mass compared with nuclei leads to less

efficient lattice displacement damage.

3.1.8. Interaction Probabilities are expressed by microscopic and

macroscopic cross-sections (see section 2.9.1). The total cross-section
is the sum of a number of partial cross-sections for the various reactions.
Example cross-sections for neutron reactions on silicon are given in

Figs. 12 and 13 taken from (Ref. 7].
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Fig. 12: Cross-section for elastic scattering of neutrons on silicon as

a function of energy.

3.2. DISPLACEMENT DAMAGE

3.2.1. The Mechanism for Displacement Damage is the recoil energy imparted
to lattice atoms by both scattering and transmutation reactions. If this

is sufficient to overcome the lattice binding energy the atom is displaced
to an interstitial position leaving a vacancy (Fig. 14 taken from

[Ref. 11]). If the recoil energy is great enough a cascade of defects is

produced. The alteration of the ideal lattice structure produces energy
levels within the band gap and changes electrical parameters such as

minority carrier lifetime, carrier concentration and mobility. Reduction
of minority carrier lifetime is important in reducing the gain of bipolar
transistors, the efficiency of solar cells and charge-collection

efficiencies in radiation detectors.
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Fig. 14: Schematic of atomic displacement damage in crystalline solid
showing an atomic displacement event and the resulting defects (simple
vacancy plus interstitial).
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3.2.2. The Kinematics of Elastic Scattering provide an important insight
into the relative displacement damage given by different mass particles.
From simple "billiard ball" kinematics the kinetic energy of a mass I
particle of initial energy E0 scattering elastically through an angle
from a nucleus of mass A is

E - E0 (A2 + 2Acos@+l)/(A+l) 2 .

The minimum energy following scatter through 1800 is then

E, (A - 1)2/ (A+ )2,

and the corresponding maximum recoil energy of the target nucleus is

E, - E - 4EoA/(A+I) 2 .

For neutrons and protons scattering on hydrogen total energy transfer is
possible while for high-A targets the recoil energy is inversely
proportional to A. For incident electrons the recoil energy is reduced by
the relative mass of the electron (a factor of 1860). The threshold recoil
energy for lattice displacement is about 13 eV in silicon so that incident
particle thresholds for damage are 100 eV for protons and 190 keV for
electrons.

3.2.3. The Dependence of Displacement Damage on Particle Type and Energy
is illustrated by measurements of carrier lifetime degradation presented
in Fig. 15 taken from (Ref. 12]. It should be noted that Cobalt-60 damage
arises from the secondary electrons generated by Compton scattering.
Considerable success has been achieved in correlating radiation damage with
calculations of the nonionizing energy loss as presented in Fig. 16 taken
from [Ref. 12]. At low energies protons interact by Coulomb scattering and
show a l/E dependence as for ionization. The lower probability of
displacement compared with ionization can be noted from comparison of
Fig. 16 with Fig. I and is due to the lower probability of nuclear
encounters compared with orbital electron encounters. At higher energies
nuclear reactions dominate and proton effects are comparable with neutron
effects which give nuclear reactions only. Electrons are less efficient
and show a threshold due to their lower mass. Another important
consideration is the fraction of recoil energy going into ionization as
compared with nonionizing displacements. This is the Lindhart fraction as
presented in Fig. 17 taken from [Ref. 7]. At low energies the recoil atoms
keep their orbital electrons and scatter elastically while at higher
energies they become stripped ions and hence more effective at ionization.

3.2.4. Equivalent Displacement Damage Fluence is used to express the
displacement damage in a spectrum of radiation by the equivalent fluence
of monoenergetic radiation which would give the same effect. For space
systems, and in particular solar arrays, it is usual to use the equivalent
I MeV electron fluence. Fig. 18 presents the degradation of solar cell
parameters with I MeV electron fluence as measured at RAE by Goodbody et
al. A lot of electronics is tested for nuclear weapons and reactor effects
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Fig. 15: Dependence of displacement damage on particle type and energy as
measured by the degradation of carrier lifetime in silicon.

and here the results are expressed in terms of equivalent I MeV neutron
fluence.

The equivalent fluence is defined as

Oequiv f O (E) D(E)dE/D(IMeV)

where O(E) is the particle spectrum and D(E) the displacement damage as a
function of energy.

3.3. SPALLATION REACTIONS

Spallation is the removal of nucleons from the nucleus by energetic
particle interactions. The term fragmentation is used when a large nuclear
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Fig. 18: Measured degradation of short circuit (Isc), open circuit voltage
(Voc) and maximumD power as a function of 1 MeV electron fluence for a
silicon solar cell.

fragmient is split off while the term fission is reserved for those cases
where the nucleus splits into two comparably- sized nuclides. Such
reactions are considered to occur in two stages. Firstly there is the
prompt (10-23S) knocking out of nucleons by interaction with the incident
particle in an intranuclear cascade. The residual nucleus then de-excites
on a much longer timescale (10-13S) by the evaporation of neutrons, protons
and light fragments and usually results in a radioactive product.

3.3. 1. Spallation Cross-Sections for Protons are of considerable interest
in a number of applications. Total cross-sections have the form shown in
Fig. 19 taken from [Ref. 13] and scale with the geometric cross-section of
the target nucleus (ie as A213). Numerous significant spallation products
are produced (hundreds for high-A targets) and only a few of their partial
cross-sections have been determined experimentally. Semi-empirical fits to
the limited data are used to predict the wide range of unknown cross
sections. A five-parameter fit proposed by Rudstam has been considerably
extended by Silberberg and Tsao [Ref. 14] to give useful predictions over
a wide range of nuclides. An alternative technique employs Monte Carlo
simulations of the intranuclear cascade and evaporation processes (e.g.
Bertini et al [Ref. 15]).

I
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Fig. 19: Total reaction cross-sections as a function of proton energy for
a number of elements. The step at 250 MeV is non-physical and was used fcr
computational convenience while the dashed line for carbon includes
inelastic excitation of the first excited state of the carbon nucleus at
4.43 MeV.

3.3.2. Secondary Particle Production is important in determining the
radiation in thick shield situations. Of particular significance are
secondary neutrons for which the multiplicity increases with energy of the
incident particle and atomic number of the target. There exist a number
of parametric fits to the simulation results for yields and spectra
[Ref. 16], and these are used as input data for radiation transport
calculations.

3.3.3. Single Event Upsets can result from the localised ionizing energy
depositions of the recoil nucleus and the evaporated particles. An example
reaction is illustrated in Fig. 20 taken from [Ref. 17]. This mechanism
leads to significant upset rates in regions of high proton fluxes such as
the inner radiation belt, as well as during solar flares in geomagnetically
exposed orbits.

iC
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Fig. 20: Example of a proton reaction in silicon leading to a localised
energy deposition.

3.3.4. Induced Radioactivity results from the wide range of radioactive
spallation products and leads to sensitivity-limiting background counts in
gamma-ray detectors deployed in space for astrophysical observations,
planetary spectroscopy or the detection of hostile objects (see [Ref. 18]
for a number of papers on this topic). Calculations of such backgrounds
involve the summation of the contributions of many nuclides (approximately
100 for sodium iodide scintillators [Ref. 19]).

4. RADIATION TRANSPORT CODES

The above discussions point to the complexity of radiation interactions
with matter and the importance of radiation scattering and the production
of secondary particles, for example X-rays from electron bremsstrahlung and
neutrons from proton reactions. In addition there is cross-coupling
between particle types, for example proton reactions produce mesons which
in turn lead to electron-gamma showers. Adequate treatment of radiation
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effects and shielding requires the development of powerful computer codes
embracing all the relevant physics. A schematic of the requirements for
complete treatment of space radiation is given in Fig. 21.

INPUT
PARTICLE

SPECTRUM

[PARTICLESI

GAMA-RAYS MESONS NEUTRONS IRADIONUCLIDES1

Fig. 21: Schematic of the radiation transport codes required to treat

space radiation effects.

4.1. MONTE CARLO CODES

These employ sampling of probability distributions by means of random
number generation to simulate the physical processes. They are required
for the full treatment of complex geometries, anisotropies, simultaneous
events etc, but have the disadvantage of long computer run times to give
adequate statistical accuracy in the results. Examples commonly used in
the space business are ETRAN [Ref. 20] for electron-gamma transport and the
Integrated Radiation Transport Suite (IRTS) as operated at DRA Farnborough.
The latter is a suite of three codes (LHI, MORSE and EGS) modified to share
a common geometry description and output format. These are capable of
covering most of the physics expressed in Fig. 21 with the exception of
ions heavier than atomic number 10.

4.1.1. The Light Heavy Ion (LHI) code [Ref. 21] is an extension of the Oak
Ridge High Energy Transport Code [Ref. 22] and uses an extended version of
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Bertini's intranuclear cascade model [Ref. 15] to cover the interactions
of nucleons, mesons, and light compound nuclei (A<1O) with atomic nuclei
of all elements. Protons are transported down to 15 HeV by which energy
their residual range is negligible. Neutrons may be produced by the
intranuclear cascade or evaporation processes. Those produced at less than
15 MeV are followed by the MORSE code. Fig. 22 shows a schematic of the
input and output to the code including interface with space environment
codes which generate particle spectra and anisotropies.

PARTICLE ENERGY SPECTRUM PARTICLE ANGULAR SPECTRUM

TP : UNIRAD Suite TP : Watts, Parnell and Heckman DATA
(AP 8 Proton model) anisotropy model

CR : Creme Suite CR : Can include Earth shadowing
OTHER: e.g. albedo neutrons OTHER: e.g. albedo neutrons

INPUT
PROCESSING

Histoy HlTRANSPORT

ANALYSIS
I RTS Analysis Package TEST/DESUG

OUTPUTS

Fig. 22: Schematic interface between the Light Heavy Ion Code (LHI), space
environment codes and the Integrated Radiation Transport Suite.

4.1.2. MORSE is the Multigroup Oak Ridge Stochastic Experiment [Ref. 23]
which is used within IRTS to transport low energy neutrons only, the gamma
rays being written to an interface tape for subsequent transport in EGS.
The primary limitation on the utilisation of MORSE is the availability of
cross-sections for the materials of interest.

4.1.3. EGS is the Electron Gamma Shower code [Ref. 24] which models the
interactions of electrons, positrons and photons in the energy regime from
several thousand GeV down to 10 keV for particles (i keV for photons).
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Interaction cross-sections for any material may be generated by the
material preprocessor program PEGS. Interface may be made with gamma rays
generated by MORSE or LHI (from photonuclear de-excitation or meson decay).

4.2. DETERMINISTIC CODES

These are used for faster engineering treatment when certain approximations
are valid. An example is SHIELDOSE [Ref. 25] which uses ETRAN results in
semi-infinite slabs to generate dose-depth curves for general electron
spectra and for a limited range of geometries (slab, spherical or
cylindrical). For protons and neutrons the Baryon Transport Model
(BRYNTRN) uses parameterisation of secondary yields and the straight-ahead
approximation to generate doses and fluences as a function of shielding
depth [Ref. 16].

4.3. EXAMPLE STUDY FOR THE GAMMA RAY OBSERVATORY

A particularly challenging example for the IRTS is the NASA Gamma Ray
Observatory launched in April 1991. At seventeen tons this is the heaviest
scientific spacecraft ever orbited and materials include a large portion
of high-Z materials such as sodium iodide and tungsten used in gamma ray
detectors. Many particle paths therefore involve several particle
interaction lengths through elements having a high multiplicity for
secondary production. Simulations have been performed to determine the
radioactivity induced the Oriented Scintillation Spectrometer Experiment
[Refs. 26, 27] which comprises four identical telescopes, each with a 13"
x 4" central Nal crystal actively shielded by CsI and Nal and collimated
by tungsten. The Monte Carlo simulations show that particle cascades
enhance the background over that due to primaries by a factor 5 for inner-
belt protons and by a factor of 19 for the more energetic cosmic rays.
Such simulations allow event tagging and these have been used to show that
an important component of background arising from the neutron-capture
product 1-128 is predominately caused by neutrons produced within the same
detector and is not amenable to shielding. The influence of particle
anisotropies in the South Atlantic Anomaly has been included and shows that
the relative orientation of spacecraft and detector can make a factor 2 to
4 difference in the induced radioactivity. The source term for spallation
products has been combined with the response functions of seventy
radionuclides in Nal, as computed using photon transport codes, to give a
preflight prediction of the background spectrum resulting from cosmic rays.
This gives very good agreement with flight data (Fig. 23) and provides
encouragement in the use of these complex codes.
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codes.
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RADIATION DAMAGE TO SURFACE AND STRUCTURE MATERIALS
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ABSTRACT. Spacecraft materials are subjected to the various components of
the space environment (ultraviolet radiation, electron and proton fluxes,
vacuum and residual atmospheric species, thermal cycling...). They can be
degraded severely in space: changes in thermo-optical properties, decrease
of mechanical performance (cracking, delamination, variation of thermal
expansion...), etc. The total mission times are expanding, currently
exceeding ten years, thus requiring prediction of the long-term performance
of materials. The understanding of basic radiation damage processes is
essential in order to enable one to select the simulation techniques to be
used for that purpose. Damage mechanisms for polymeric materials, paints,
and optical surfaces is summarized. Some important concerns for
establishing effective and valid accelerated irradiation test procedures
are addressed: does rate, equivalence of effects, recoveries ... Special
attention is paid to some synergistic effects possible in space conditions:
a few examples of synergy between UV and ionizing particles, contamination
and radiation, radiation and thermal cycling are presented. Some results
of accelerated testing on materials employing combined exposure conditions
are also given for organic and inorganic base paints, polymeric films, and
composite materials.

I. Introduction,

Spacecraft materials are submitted to the various components of the space
environment (vacuum and residual atmospheric species, thermal cycling,
ultraviolet radiation, electron and proton fluxes). Due to the remote
operation of spacecraft for ever growing periods of time (ten years for
current missions, up to thirty years for the future Space Stations), it is
mandatory to predict the long-term performance of materials to be used on
board during a specific mission. The purpose of this paper is to define
the ultraviolet and high-energy particle radiation environment, to
synopsize its impact on the stability of thermal control coatings and
structural materials, and to give some attention to some problems of the
space simulations techniques to be employed.
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2. Review of Experimental Work

A detailed description of the space radiation environment is the subject
of other lectures. The reader is referred for more information on the
subject of UV radiation and high energy particle fluxes encountered in
Space, to other papers of this series of ASI lectures. We can only
summarize a few features.

The total electromagnetic intensity of the sun emission is 1356 W m-2

at 1 astronomical unit and at air mass zero (AMO). 99.9% of the energy is
emitted between 0.1 and 10 pm, with a maximum at approximately 0.45 Am.
Considering the material damage aspects, the UV part of the sun emission
is the only which is to be considered; therefore only radiations with
wavelengths less than or equal to 0.4 pm and corresponding to only 118 W
m-2 are of concern. The UV radiation is often divided into: (a) the
near-UV region from 0.2 to 0.4 pm (this is corresponding to 6.2 to 3.1 eV
for the energy of photons), and the vacuum-UV region below 0.2 pm.
Although the intensity of the vacuum-UV is negligible (0.11 W m-

2
) compared

to the total UV intensity, one must consider that it has potential effects

due to the complete absorption in all materials and the very high energy
of photons. "UV equivalent sun-hours" (UV-esh) are generally used in order
to define the solar exposure1 .

The high energy particle environment is highly complex; the
composition, the energy and fluxes vary both locally and with the time
(namely during the solar cycle). Several components must be distinguished:

"* cosmic galactic radiation; 90% protons, He2÷ and heavy ions;
energies ranking from 10-2 to 1010 GeV; very low fluxes,

"* solar wind; 96% protons, He2÷ oxygen ions, electrons;
approximately I keV for protons, 1 eV for electrons; 2xlO1
protons cm-

2 s-1,
"* solar flare ions; 95% protons, ions; 1 to 100 MeV; highly

variable fluxes,
"* earth-trapped protons and electrons; proton energies <30 MeV

in inner belt, <1 MeV in outer belt; electron energies
<5 MeV; fluxes depending on altitude, magnetic latitude,
solar activity (specially at GEO), longitude (South-Atlantic
anomaly),

"* auroral fluxes; protons and electrons; proton energies
ranking from 80 to 800 keV; electron energies ranking from
2 to 20 keV; fluxes depending on solar activity.

The exact particle fluxes encountered during one mission depend on
the trajectory or orbit, and on time (sun activity). From the point of
view of possible damage to materials, in the Geosynchronous Earth Orbit
(GEO), one must consider more specially the trapped electrons and protons,
and also some particles variable with the sun activity (low energy
electrons during substorms, high energy protons). In Low-Earth orbits
(LEO), the major radiations are those from electrons and protons trapped
in the belt; but in high inclination orbits, low energy electrons can be

1 1 esh is equal to 118 (W m-2 ) x 3600 (s), i.e., 4.25 105 J m-2 .
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received with variable fluxes near the poles during magnetic substorms.
Beyond the earth's magnetosphere, the solar wind effects become
predominant, but a possible effect of the solar particle events should be
weighed also. More details are given in the lecture of J. Bourrieau "Doses
and Shielding".

3. The Degradation by Ultraviolet and high Energy Radiations

3.1. MECHANISTIC ASPECTS

Electromagnetic and particle radiations constitute predominant factors in
the ageing process of materials in space. Several categories of radiation
have to be considered: (i) the solar ultraviolet radiation (i.e.,
electromagnetic radiation with wavelength I < 400 run), (ii) the energetic
electrons, protons and ions which can be encountered in the various zones
of space, and (iii) the bremstrahlung radiation induced by interaction of
the high energy electrons with materials on board spacecraft.

From the point of view of their chemical action, it is often simpler
to consider only two radiation types corresponding to two different energy
ranges of photons or particles: (a) the UV radiation, and (b) the
so-called "ionizing" radiations. The first type induces photo-chemical
reactions in organic materials; the second is associated with high energy
radiation chemistry, because the energies taken into consideration
(E > 15 eV) are superior to those necessitated for the formation of ions
from molecules - see Fig. 1.
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Fig. 1: Scale of radiation energy.
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3.1.1. Primary reactive species created by radiation.

3.1.1.1. The case of Ultraviolet Radiation. Upon UV irradiation, energy
is transferred to the molecules or atoms. This transfer is insufficient
to allow ionization (that is to say to remove one electron from the
molecule), but is enough to allow a transition of electrons from the
so-called "ground-state" energy level to an upper "excited" level. The
excited states which can be obtained have a life time, an energy and a
well-defined structure; diagrammatically:

AB - AB*

During this excitation process, an electron passes from a bonding
orbital (n, v, w) to an antibonding orbital (a*, r*)2 . As a general rule,
UV radiation can only produce: (a) transitions which take place without
change in multiplicity, (b) transitions obeying certain rules of symetry.
Excited states of multiplicity different from that of the ground-state can
be found in the matter irradiated by UV; in such a case an excited state
is obtained in the first place with the same multiplicity as the ground
state, then an isoenergetic transition allows an inter-system crossing with
a change in multiplicity. Such a process is described in Fig. 2 which
shows that the absorption of a photon excites the molecule from its ground
state So to the single state Si which, in turn, is radiationless converted
to the triplet state T1 .

3.1.1.2 The Case of Ionizing Radiations. During the interaction of a
charged particle with matter, the molecules which are close to the
trajectory can be excited or ionized [Refs. 3, 7].

In the first case, the charged particles which move rapidly in the
material can only produce optically allowed transitions, that is to say,
transitions without a change in multiplicity. On the other hand, particles
moving slowly, and electrons in particular, can give triplet states
directly from a singlet ground-state; in addition the neutralization of the
positive ions (see below) by electrons in the presence of other ions leads
to excited singlets and triplets.

In the case of ionisation AB - AB* + e-, the electron liberated as
such by ionization can have in itself sufficient energy to leave the zone
of primary ionization, and therefore can produce ulterior ionizations and
excitations throughout the course of its own trajectory. Electron 6 is
such a case (see Fig. 3).

2 Let us recapitulate that an orbital defines the spatial distribution of
an electron for a given state of energy. For example in a diatomic
molecule, the presence of electrons between nuclei makes the chemical
bond possible: the bonding orbitals are characterized by the presence
of electrons between the nuclei under consideration, whereas the
anti-bonding orbitals are characterized by a weak electronic cloud
density between the nuclei (structure with low stability).

ji_
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High energy electromagnetic radiations (for instance the y-radiation
generated in the bremstrahlung process) produce a similar effect because
the absorbed energy is transferred to the secondary electrons and positions
which dissipate it during their trajectories. The nature of the created
species (ionic or excited) responsible for ulterior chemical evolutions is
essentially the same, no matter which type of radiation is used (X, y,
electrons and protons). It is not at all the same spurs. These spurs are
very close together along a proton (or heavy ion) track forming a
continuous column of ions and excited species; as a consequence of that,
energy is quickly transferred to the material and the penetration range is
short. In the case of electron irradiation, the spurs are widely spread;
the range is far larger and less definite because of the large scattering
of 6-rays. Typical penetration ranges for 1 MeV particles are one
millimeter for electrons and only 20 pm for protons.

The ratio of the energy lost by the particles in ionizing and
exciting the matter is approximately equally divided between these two
processes in organic polymeric materials [Ref. 4]. It must be emphasized
in addition, that heavy particles (including the protons), besides, can
provoke atomic displacements in ordered solids (metals, ionic crystals,
glasses) resulting in a vacancy at the initial position and an interstitial
atom in a position not occupied in the original lattice.

3.1.2. Ulterior evolution of ions and excited species. The excited
molecules and ions created during the primary action are unstable and
reactive: they can react among themselves or with the surrounding
molecules to produce radical products 3 [Ref. 7] which are the most
important intermediaries in reactions affecting the materials and sometimes
give rise to new chemical groups and molecular products (see an example in
Fig. 2). These radicals are often involved in chain reactions. In
polymeric materials each reactive intermediary or radical created, can
diffuse around the point of creation in a restricted volume (of several
atomic distances). Such a diffusion is allowed by the free-motion of
molecular segments, and the affected volume depends on the irradiation
temperature, the cristallinity of the polymer and the existence of a glass
transition. A schematic diagram showing some possible reaction mechanisms
in matter irradiated with UV and high-energy charged particles is depicted
in Fig. 4.

As to the physico-chemical alterations sustained by the irradiated
material, one can say that they depend directly on the quantity of the
intermediate reactive species that are created [Refs. 4, 5, 6]. This
quantity is in itself a direct function of the quantity of energy lost by
radiation in the matter, that is to say, the absorbed energy dose (often
expressed in rads or in Grays4). In reality the distribution of the
absorbed energy dose is never uniform.

3 Free radicals are atoms or molecules having one available electron which
permits an ulterior chemical bond formation. For example they are
produced when a molecule is split at the level of a covalent bond, and
in such a way that each fragment of this molecule carries away one of
the electrons which participated in this bond: R - S R. + S.

4 1 Cray (Gy) - 1 J kg-'; 1 rad - 100 ergs g- 1 .
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Fig. 4: Reactions of ions, excited molecules and free-radicals. The
reactions common to Photochemistry and High-energy Radiation Chemistry are
shown in heavy lines.

3.1.3. Chemical changes. The main molecular changes induced in polymers
as the final step of irradiatiot, processes can be divided into two
categories: crosslinking and scissions [Refs. 4, 5, 7]. Crosslinking is
a process whereby two separate long chain molecules can be linked together
by recombination if two radicals formed on these molecules; an increase in
the average molecular weight is thus observed. Scission is a process in
which the polymer suffers a breaking of the macromolecular chain; this
involves a reduction of the average molecular weight. Typical reaction
schemes are shown in Fig. 5. On most of the polymers currently used in
space technology, both cross-linking and degradation occur simultaneously;
however, in certain cases depending on the polymer structure, either the
crosslinking or the degradation can be the dominant feature of the
irradiation mechanism [Ref. 5].
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Fig. 5: Scission and crosslinking of macromolecular chains (From rRef.
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S3.2 EFFECTS OF IRRADIATION

Various effects of irradiation, which are of importance concerning
spacecraft materials, are depicted in Fig. 6 (adapted from J. Dauphin [Ref.

Fig. 6: Effects of irradiations on spacecraft materials (Adapted
from [Ref. 9]).

The degradation of mechanical properties of polymers results from a
competition between scission and crosslinking. Chain scission usually
leads to a degradation of properties such as tensile strength and
elasticity; crosslinking can read to increase in ultimate tensile strength
and embrittlement; net changes in properties depend upon the relative
importance of these processes (Refs. 10, 11]. When chain scissions occur,
low molecular weight products are formed in the material; under vacuum
these volatile products can be released, becoming potential contaminants
for spacecraft vulnerable coatings and optics onto which they can be
subsequently condensed [Ref. 12].

The formation of blisters on metallic surfaces bombarded with protons
has been reported; it is highly temperature-dependent. This phenomenon can
be attributed to the agglomeration of hydrogen gas at the lattice imperfec-
tions, grain boundaries and vacuum deposited film interfaces: such agglom-
erations which are obtained for fluences exceeding 5x101 6 protons cm-2 ,
occur near the predicted penetration depth of protons (Ref. 23].
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Optical absorption increases are generally observed as the result of
irradiations performed under vacuum. Color centers are formed in ionic
crystals, glasses and metal oxide pigments. These centers are due to
lattice defects [Ref. 14] (see Fig. 7); the absorption of optical photons
by these defects can be attributed to a possibility of excitation of a
trapped charge (electron or hole) from its ground state to a higher excited
state. This can only occur for a limited frequency range for any specific
center; therefore, the optical absorption spectrum of a crystal containing
these defects will show an absorption band which is characteristic of that
particular center. Most polymeric resins and films also exhibit pertinent
color changes due to the formation of chromophoric groups (like conjugated
insaturation) or the trapping of free radicals [Refs. 3, 13, 14].
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Fig. 7: Schematic representation of some of the prominent colour centres
in ionic crystals (From [Ref. 14]).

Lastly, some important surface or bulk electrical conductivity
changes are often experienced. They can have some implication on
spacecraft charging which is a complex process in which electrical charges,
imparted to satellite surfaces by energetic protons and electrons, play
also a role. Spacecraft charging is discussed later during this Symposium.
One can note that materials can be degraded by bulk electrical breakdown
or surface discharge treeing when bombarded with charged particles [Refs.

24, 35].
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4. The Simulation of the Space Radiation environment.

4.1 SOME PROBLEMS

4.1.1. Vacuum irradiations and in-situ measurements.

There is much evidence that the presence of oxygen molecules strongly
modifies the effects of radiation in organic materials [Refs. 3, 151. The
free radicals (and also some triplet states) created are quickly
peroxidized: R. -* R - 0 - 0.. Sometimes radical recombinations which
could have lead to crosslink are prevented by the rapid peroxidation
reactions which take place [Refs. 3, 5]. The peroxides are chemically
active, often involved in chain mechanisms; therefore, there are important
changes in both the molecular weight and the molecular branching, as
compared with those obtained upon irradiation carried out under vacuum
[Ref. 5]. Moreover, a variety of hydroxyl and carbonyl compounds are
obtained together with peroxides and other oxidation products upon
irradiation in air. Also, many free radicals remain trapped in the bulk
of a material irradiated under vacuum. When re-exposed to air
post-irradiation, they undergo similar oxidative reactions with products
differing in abundance from the products of irradiation in air, but similar
in kind, i.e. ketones and alcohols.

An instantaneous bleaching of the radiation-induced coloration is
also observed quite often when vacuum-irradiated white paints are exposed
to air. This bleaching is due to the reabsorption of oxygen at the pigment
interface (during vacuum irradiation, oxygen is removed by photodesorption,
leaving oxygen vacancies in which electrons can be trapped, providing
optical absorption) [Refs. 13, 16-181. An example of the air recovery of
a paint is given in Fig. 8.
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Fig. 8: Air recovery of the SGII FD white paint irradiated in vacuum with
electrons protons and UV. The irradiation conditions were equivalent to
7 years in GEO.
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There are some evidences to suggest that return of irradiated
specimens to air affect the mechanical properties of polymeric films or
composites which have been irradiated in vacuum [Refs. 12, 19-22]. This
makes in vacuo irradiations as well as in situ measurements unquestionably
compulsory when space simulation irradiations are made.

4.1.2 Specificity and synergy of UV and particle irradiations.

It is apparent from Fig. 4 that the species which play a role during
radiolysis and photolysis are qualitatively and quantitatively different.
Photolysis only gives rise to a few of the general chemical mechanisms
which can be contemplated for the high-energy radiations. Furthermore the
UV radiation in principle is more selective in its attack because of the
transfer of photon energy to specific chemical groups corresponding to
optical absorption bands: a monochromatic source of light can provoke a
unique and well defined excited state [Ref. 3]. Also, the defect spurs
(specially those densely packed along the proton tracks), which are created
by particle radiations, are not produced under UV radiation leading to
defects widely spread and uniformly distributed in the planes perpendicular
to the light beam.

One therefore expects different effects from radiolysis and
photolysis, even for comparable energy doses imparted to matter. Moreover,
simultaneous ultraviolet and ionizing radiations (as expected in space
environment) can modify the reaction processes which could be followed
during an irradiation using only one type of irradiation, or two types of
irradiations sequentially carried out. In simultaneous conditions, the
additivity of the effects is not observed. Such phenomena may be specially
important at low temperature where there is a greater stabilisation of
trapped species [Ref. 10]. Several examples of discrepancies between the
results of combined irradiations have been reported for polymers [Refs. 10,
12, 24, 25]. For instance [Ref. 25], the polysulfone P1700 shows
significantly more effects in sequential irradiations than in a
simultaneous one (Fig. 9); in particular, the effect in electrons followed
by UV is more than twice that of simultaneous irradiations. The difference
likely has to do with radicals from the previous irradiation present at the
start of the second; the reason for the large difference between
UV/electrons versus electrons/UV is not understood. LexanN polycarbonate
shows little effects from UV irradiation; however, it suffers an apparent
synergy effect when it undergoes simultaneously 85 keV electron and UV
radiation. For a Mylar' film protected by an UV inhibitor, the inhibitor
is apparently degraded during electron irradiation; this is most readily
seen (Fig. 10) when an electron test is followed by an UV irradiation, but
it is also seen to a lesser extent in simultaneous irradiations.

Similar experiments have been reported for white paints [Refs. 13,
26]. Where charged particles can physically displace atoms from lattices,
UV cannot. The two radiations produce effects which in most cases are
dissimilar because of the atomic displacements. The charged particle
damage appears to be far more complex and spectrally distributed than that
due to LV radiation alone. The spectra from combined irradiation do not
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Fig. 9: Effects of simultaneous and sequential combined irradiations for
P 1700 polysulfone irradiations (From [Ref. 25]).
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Fig. 10: Effects of simultaneous and sequential combined irradiations for

Mylar irradiations (From [Ref. 25]).

resemble either [Ref. 13]: in some cases the total effect is less in a
combined environment than in the individual environments only (Fig. 11).
One explanation is that certain types of defects created by charged
particles are radiatively unstable; in a combined environment they are
bleached by the UV radiation.

This behavior has been ascertained several times in combined
irradiations performed at DERTS: for various white paints and polymers 5 ,
a partial damage recovery is observed when an ultraviolet irradiation step
follows either a particle irradiation step or a simultaneous particle/UV
step; the solar reflectance increases in comparizon with the value reached
just after the particle irradiation (see Figs. 12 and 13). This increase
is noticed for at least 20 days under vacuum. Samples irradiated by
particles and only exposed to vacuum do not exhibit reflectance changes as
confirmed by a 15-day exposure to vacuum of all samples after the last
particle irradiation step [Refs. 27, 28].

5 Polyimide KAPTON; White paints Sl3G/LO, PSGI20, Z93, PSZ 184 (see also
[Ref. 29])
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to combined and individual environments at 298°K (From [Ref. 13]).
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Fig. 12: Effects of sequential irradiations on the solar absorptance of
a PCB-Z white paint; the irradiation conditions where those for the north
and south faces of a GEO satellite.
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Fig. 13: Effects of sequential irradiations on the solar absorptance of
an aluminized Kapton SSH; the irradiation conditions where those for the
north and south faces of a GEO satellite.

All these observations are strongly prompting to carry out
simultaneous irradiations rather than sequential combinations. When UV
irradiations take a longer time than particle irradiations, it seems
advisable to end the irradiations with a UV illumination step in order to
avoid an overestimate of damage.

4.1.3. Dose rates.

A general study of the validity of the reciprocity law (which implies that
the effects are equivalent for a same dose whatever the does rate is) is
still missing, specially when combined irradiations are performed. The
prevailing idea is that the law is valid as long as irradiations with
electrons alone (or irradiations with protons alone) are carried out within
a ratio of two orders of magnitude in the dose rates. This is
substantiated by electron irradiations performed at DERTS on a

polyethyleneterephtalate film between 2xW1OO and 1012 cm-2 s-1 at 600 keV for
the same dose [Ref. 19], and experiments at Boeing between 4xl08 and
l.7xl012 cm-2 s-1, on aluminized Kapton, several white paints and surface
coatings [Refs. 29, 30]. This may be supported also by measurements on ZnO
paints for protons between 1010 and 1012 cm-2 s-1 (Ref. 31]. A few anomalies
which have been noticed can be explained by thermal effects when the
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cooling of the samples is not achieved adequately (see for instance [Ref.
32]).

Such parasitic thermal effects are much more difficult to surmount

in the case of UV irradiations using high intensities of light. If an
appropriate filtering of the visible and infrared parts of the Xenon
sources used for solar simulation is achieved, the reciprocity law seems
validated for irradiations performed between one and four "UV-suns'". Some
studies carried out at DERTS on a few material types have shown that, in
such experimental conditions, UV irradiations between 1.0 and 5.0 suns lead
to similar thermal control coating degradations (33,34]. An example is
given in Fig. 14 for a white paint (High Temperature APA 2474) irradiated
up to 1000 equivalent sun hours. Comparable results have been obtained
with a Chemglaze II white paint, a silvered FEP film with an ITO layer and
a Betacloth fabric. For all these materials, the effect of the solar UV
irradiation intensity seems to have only a minor effect on the overall
solar absorptance changes which are computed from the spectral data
obtained after UV irradiation. Of course, low dose rates (i.e., similar
to those experienced on spacecraft) are expected to give the best results
in space simulation experiments.
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Fig. 14: Solar absorptance variation of an APA 2474 paint for various beam
intensities of UV irradiations.

6 One UV-sun corresponds to 11.8 mW cm- 2 of the radiation emitted by the

sun at wavelength shorter than 400 nm.
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4.1.4. Temperature

For polymeric materials molecular chain motions are hindered for
temperatures below the glass temperature transition T.. Above T. radical
and/or ion recombinations are possible; they can modify the chemical
reactions and therefore the degradation ultimately obtained. The color
centers can be affected by temperature changes, also, (recombinations
hole/electron, interstitial atom/vacancy,.... ) but these phenomena are also
time-dependent. Temperature variations also are linked to electrical
conductivity changes which can be of concern for material damage evaluation
[Ref. 24]. The deterioration of a FEP film in an actual low temperature
(-30*C) space environment will approximately occur at a rate 3-10 times
that observed at elevated temperature (+50"C) [Ref. 10]. Some
inconsistencies between laboratory and flight data (from LDEF), related to
the degradation of the solar reflectance of several materials, could well
be explained by the differences between the conditions of deep temperature
cycling experienced in space and the fixed temperature chosen for standard
laboratory irradiation tests [Ref. 36]. Of course thermal cycling and
irradiations can act synergistically on bonded or composite materials which
can suffer differential strains at the interfaces; the micro-cracking of
fiber-reinforced organic composites is a well-known example of this problem
[Ref. 37].

4.2 PRINCIPLES OF IRRADIATION TESTS

The experiments generally aim at reproducing the combined effects of
vacuum, temperature, protons, electrons and UV radiation. They are
expected to give information on the behaviour of materials as a function
of the elapsed time in orbit.

The energies and fluxes of particle irradiations are selected so as
to reproduce the energy dose distribution which is obtained within
materials as a consequence of the exposure to space radiations. The
principles of the evaluation of the absorbed energy doses within a
material, from the flux particle models currently available, are described
in one of these ASI lectures7 . The doses have to be computed for each
exact mission, taking into account the orbit, the time (duration, and also
date when the particulate fluxes of interest are expected to vary with sun
activity), possible shielding effects by spacecraft parts, function
required for the material on board, etc... If the considered materials are
used for structures, their bulk properties are important and the simulation
conditions will be optimized for the penetrating particles (namely the
electrons). For thermal control coatings, one will address the degradation
of surfaces, and the test conditions will have to favour the proton and
ultraviolet radiations effects. Fig. 15 shows the dose distribution within
a PSB white paint resulting from the polyenergetic proton and electron
fluxes of GEO space environment. It is compared to that obtained for each
of the three particle irradiations selected for the simulation at

7 J Bourrieau, 'Doses and Shielding'.
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Fig. 15: Dose repartitions within a PSB white paint resulting from the
polyenergetic proton and electron fluxes of GEO environment and from three
particle irradiations selected for space environment simulation.

laboratory in order to match the space doses accumulated for one year
mission. The following values have been utilized [Ref. 46]:

protons 45 keV : 2.0x10 1 5 particles cm- 2 (normal incidence)
protons 240 keV : 2.0xl1O particles cm- 2 (normal incidence)
electrons 400 keV : l.lxlO15 particles cm- 2 (30° incidence).

4.3. FACILITIES

At the DERTS UV radiation, electrons and protons are simultaneously
directed onto the samples which are maintained under a high vacuum (less
than 10-6 Torr) for all the irradiation time as well as for the measurement
periods. The UV-irradiation is uninterrupted (except during the
measurement periods) while the high energy particle irradiations are
achieved by steps (with the UV-beam on). In situ measurement techniques
are associated to the irradiation tests which are performed under vacuum.
Dedicated chambers are used: chiefly, SEMIRAMIS for the measure of optical
reflectance in the solar range (Ref. 27], and MIRASITU for the measure of
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elastic modulus and damping of organic matrix composites [Ref. 38]. These
chambers are connected to two Van de Graaff accelerators; one delivers
protons with energies ranging from 40 keV to 2.5 MeV, the second gives
electrons of 600 keV to 2.5 MeV. The scattering of electrons through an
aluminum foil and an electrostatic rastering of the proton beam allow
uniform irradiation of a 12 x 12 cm sample array. The samples receive
ultraviolet radiation (in the spectral domain 200-380 rnm) by the means of
short arc Xenon sources, equipped with interferential filters eliminating
the visible and infrared parts of their spectrum. UV-irradiations are
carried out at 1-4 suns.

Typical laboratory conditions call for a 20-40 day exposure duration
in order to simulate one year in space. As the operational life of
spacecraft tends to become longer (more than 10 years for GEO operational
satellites, 30 years for the Space Stations Freedom and Columbus), the
duration of tests is considerably extended with correlative requirements
for the test facility reliability.

5. Some Results

5.1. EFFECTS OF CONTAMINANT LAYERS

SEMTRAMIS has been used for a variety of experiments related to the ageing
of polymeric materials and thermal control coatings in space simulation
conditions. A few results are given in [Ref. 27] from which Fig. 16 is
taken out as an example.
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Fig. 16: Variation with time of the optical reflectance decrease of the
SGll FD white paint irradiated in vacuum with electrons protons and UV.
Irradiation conditions of a 7-year GEO environment.
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Several studies highlight the strong effect of contamination layers
in enhancing the degradation of optical properties of surfaces upon
exposure to the space environment. Upon UV and particle irradiation low
molecular weight contaminants are fixed by polymerization on surfaces; the
polymerized films adhere strongly to the substrate and are heavily
discolored. Conductive and non-conductive OSRs have been submitted to
various thicknesses (50 to 500 A) of a contamination layer deposited in
situ at the start of a 5-year GEO environment simulation test. After
simultaneous irradiation with UV and particles, the measured variation of
optical absorptance was three to four times greater for the OSR having
received 500 A of contaminant (VCM product from RTV 566) than for a clean
OSR [Ref. 39], (see Fig. 17). The generality of the synergistic effect of
radiations and contamination on optical properties and also the secondary
electron emission, has been further studied using other contaminants (from
RTV and epoxy adhesives, from pump oils), and using other substrates
(paints, aluminized FEP TeflonO, PSG 120 paint, silica fabrics) [Refs. 40,
41]. The observations which have been made strongly support the fact that
contamination is the most likely cause of the excessive solar r-'Iectance
degradation often experienced in GEO by OSRs [Ref. 42].
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Fig. 17: Variation with time of a PPE OSR precontaminated with variable
amounts of a silicone contaminant, then irradiated in vacuum with
electrons, protons and IV. Irradiation conditions of a 5-year GEO
environment.
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5.2. IRRADIATION OF ORGANIC-MATRIX COMPOSITES

The synergistic effect of thermal cycling and irradiations has been
demonstrated on carbon fiber reinforced materials using thermoset matrices.
In these, residual strains can develop during the cure cycle. They are
released by microcracking when thermal cycling occurs. The microcracks are
produced in the matrix, and they extend parallel to the fiber direction.
This microcracking is more intense for carbon/epoxy materials which are
irradiated with electrons [Refs. 37, 38] (see Fig. 18).
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Fig. 18: Effect of the electron irradiation dose on the microcracking
density of T300/914 composite (02,902). (from (Ref. 38]).

The combined effects of radiation and thermal cycling on the
dimensional stability of polymer matrix composites is twofold [Ref. 44]:
(a) matrix plasticization at elevated temperatures can cause permanent
residual strains in composites that are exposed to such temperatures, and
(b) matrix embrittlement at low temperature enhances matrix microcracking
due to thermal cycling, and causes additional residual strains and changes
in the CTE.

6. Conclusion

After extended periods of time in space, ultraviolet and high-energy
particle radiations significantly affect the performance of materials.
However, the degradations which are obtained in space (some of them have
been clearly demonstrated by the recent retrieval of samples and pieces of
hardware exposed on Solar Max, LDEF, or MIR) are evidently the result of
synergy effects between the natural and man-made components of the space
environment. The mechanisms of radiation damage seem understood in so far
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as one type of radiation is present. This is seldom the case in actual
space conditions: UV, electrons, protons, atomic oxygen, thermal cycling,
debris impacts act simultaneously and synergistically. The origin of
actual damage is very complex. As already stated by Schwinghamer in 1980,
far more work will be required in order to "become able to theoretically
predict the true response of a material in a combined environment exposure.
The present understanding of the behaviour of engineering materials exposed
to complex environmental stresses largely precludes the quantitative
prediction of the time-dependent property changes; hence, there is still
a great need for simultaneous environment testing".
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ABSTRACT. Semiconductor structures, especially VLSI devices such as
microprocessors and solid state memories, have a vital role in the
exploitation of space covering research, communications and manned space
flight. The sensitivity of semiconductors to nuclear radiation was
appreciated before the first satellite was launched, but the pronounced
effect of the space radiation was not anticipated. As a consequence the
behavior of semiconductors in space has been intensively studied since the
early sixties for both defence and civil requirements. These studies have
had to include the rapid developments in VLSI devices which nowadays are
the backbone of modern electronic systems.

The purpose of this lecture is to describe the effects of space
radiation on microelectronic devices building on the information in the
accompanying lectures. The overall influence of ionizing radiation due to
charged particles, electronics and photons interacting with the spacecraft
materials causes a steady degradation of the electronic performance of the
devices leading to ultimate failure. In addition, the passage of a charged
particle (e.g., of cosmic origin) through the semiconductor material
releases a pocket of charge which is capable of disturbing the normal
operation of the circuit element producing a single event upset (SEU).
These two aspects of space radiation will be discussed together with a
brief reference to the effects of neutrons. Nuclear weapon effects will
not be discussed.

The hazards of space radiation on silicon based microelectronics will
be discussed by initially considering the effects of p-n junctions, bipolar
and MOS transistors and finally on typical VLSI devices which are currently
in common use in space.

The suitability of a microelectronics device for a particular
application depends on the space environment, which can be calculated from
mathematical models, and the sensitivity of the device which is a function
of its technology, fabrication methods, radiation hardening, if any, and
packaging. Although there is information on radiation effects in a number
of databases, it is frequently necessary to perform terrestrial radiation
testing to assess if a component is suitable for the specific space
application. The above topics will be addressed in the lecture, together
with a description of the methods for reducing the hazards of space
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radiation. Lastly, a description will be given of the methods currently
being used on satellites to measure the space radiation for microelectronic
applications.

1. Introduction

This lecture outlines the problems encountered in employing electronic
devices in a space environment. The accompanying lectures have described
in detail the space radiation environment, and it is the purpose here, to
describe the interaction between the radiation and the semiconductors
commonly used in spacecraft, mostly based on silicon, though gallium
arsenide is also being used. The hazards due to the radiation are
described, followed by methods of minimizing the hazards and the techniques
used for the ground simulation of the radiation conditions. The need for
ground simulation arises from the fact that silicon integrated circuits can
vary considerably in their behavior to radiation due to their increasing
complexity, design variations and fabrication methods.

Looking back over the last .,half centuvy of space exploitation and
microelectronics development, one is struck by the prodigious advances made
in these two fields of science since the end of the War. Microelectronics
progressed relatively slowly after the invention of the transistor with one
of the main applications being the transistor computer. With the
development of the silicon planar technology, the field opened out from
computers to include telecommunications, military applications including
space, transport and domestic applications with the digital watch to the
calculator and the video recorder. Logic families were the first to
benefit by the development of integrated circuits and later computer chips
were realized incorporating system oriented designs such as the
microprocessors and memories. Over an interval of 30 years the
microelectronics has advanced from one transistor per package to over 64
million transistors in the current VLSI random access memory chips.

The research and development into microelectronics has been powered
by a number of driving forces some of which are mentioned above. An
enormous industry has followed the invention of the transistor in 1947 and
in 1991 it shows no signs of slackening; it is a key technology for the
Information Age in the next century.

Space technology has benefitted fully from the advances in
microelectronics from the earliest times (Telstar) to the very complex
satellites now in orbit (Galileo). The majority of the devices flown in
space are based on the MOS technology which was initially thought to be
radiation-hard as it was a majority carrier device. This optimism vanished
when it was shown experimentally that the surface conduction could be
affected by stored charge in the gate and passivating oxides. A very
considerable amount of effort has been expended in the understanding of
this phenomenon and how it can be avoided. This research has continued for
over 30 years and is aimed at a rapidly moving target due to the
microelectronics development. [See reference books and IEEE Trans on
Nuclear Science (1960-1992).]
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Radiation hard circuits have been produced by a number of specialist
companies for specific applications. These designs tend to lag behind the
current commercial and military designs because of the modifications
required to the chip layout and fabrication methods. To overcome this
problem it is common practice for many satellite applications to select
commercial or military circuits and experimentally test their radiation
behavior. A number of data banks exist which list test data on particular
devices from single transistors to VLSI devices.

The effects of nuclear radiation on microelectronics have been
extensively studied using terrestrial sources of radiation, but very little
has been done using the space radiation itself, for obvious reasons.
However in recent years some experiments are being flown to study the
effects on microelectronic components (see data bases).

This lecture has been planned to cover the effects of space radiation
on semiconductors, principally silicon, the hazards to microelectronic
components, means for reducing these effects, and methods of radiation
testing.

2. Effects of Space Radiation on Semiconductor Materials

2.1. BRIEF REVIEW

The space radiation experienced by spacecraft is of two distinct types if
the effects of nuclear explosion are not included. Firstly, there is the
internal radiation environment in the spacecraft due to shielding of the
high energy electrons, protons and cosmic rays (total dose effect).
Secondly, there are the high energy cosmic particles which can deposit a
small charge in a microcircuit causing it to temporarily or permanently
malfunction (single eveiitupsetý(SEU)). Pievious lectures have dealt with
the theory and simulation of space radiation conditions from low earth
orbit to a geostationary orbit and interplanetary flight. In order to
assess the effect of the radiation on the electronics in a particular
spacecraft, an estimate must be made of the expected radiation conditions
in order to be assured that the correct types of microelectronic components
are chosen [Refs. 1,2,3,4,5].

Energy is deposited in semiconductor materials, including insulators
such as silicon dioxide, in two ways: by the production of electron-hole
pairs and by atomic displacements. These two mechanisms produce different
types of degradation in the microelectronic devices.

The effects of high dose rate gamma-ray radiation and high neutron
fluxes which could result from a nuclear explosion are not discussed. The
result of operating-in a low level fast neutron flux are mentioned to cover
the case of a satellite with an RTG (radioisotape thermal generator, e.g.,
Galileo).

2.2. TOTAL IONIZING DOSE EFFECTS

Total dose effects are due to the highly penetrating ionizing radiation
produced by the interaction of the high energy electrons and protons with
the materials of the satellite body. The intensity of the radiation
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decreases with increasing thickness of the satellite skin affording some
shielding (Fig. 1) [Refs. 1,5].
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Fig. 1: The daily dose in geostationary orbit.

The radiation produces further ionization on the semiconductor (silicon)
and its associated insulator (SiOO) resulting in the release of high energy
electrons which in turn loose energy by the release of electron-hole pairs
and ultimately heat when the e-h pairs recombine producing a phonon. The
deposited energy is expressed in rads (Si or SiO2 ) i.e., radiation absorbed
.ose. One rad is equivalent to 100 ergs/gm in cgs units or one gray (Gy)
(equal to 100 rads) equal to 1 joule per kilogram.

The carrier generation constant for silicon (3.6 eV is required for
the formation of one e-h pair) is

g - 4.2 x 1013 electron-hole pairs per cm3-rad (Si)

- 4.2 x 1013 x 1.602 x 10-19 coulombs per cm3-rad (Si)

- 6.73 x 10"6 coulombs per cm3-rad (Si)

The current produced in a typical transistor in an integrated circuit for
a total dose of 100 Krads per year is so small that it has negligible
effect on the operation of the circuit. There is a completely different
situation when a large ionizing dose is deposited in tens of nanoseconds
as very large photo currents can be produced.

The silicon has no mechanism for storing the charge produced by the
ionization for more than a few milliseconds, but this is not the case for
the silicon dioxide insulating layers used for passivating the silicon

I
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surface and in the gate oxide in MOSFETS. Silicon dioxide can be treated
as a "semiconductor" with a wide bandgap of about 8 eV. The ionization
produces electron-hole pairs in the SiO2 . The electrons due to their high
mobility in S102 are rapidly removed leaving a fraction of the positive
charges trapped in the SiO2 . If an electric field is present across the
SiO2 directed towards the Si-SiO2 interface, the positive charges will
accumulate near the interface. The fraction trapped for "soft" oxides is
between 0.2 and 0.5, and these oxides can be expected to slowly anneal.
Hard oxides have a trapped fraction of less than 0.1 which is a desirable
situation for space microelectronic components (Fig. 2) [Ref. 13].
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+?.VM M •//////////
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in progress) transport)

Fig. 2: Illustration of recombination, transport, and trapping of carriers
in SiO2 films [Ref. 13].

Another important effect of the ionizing radiation is to produce
interface traps at the Si/SiO2 interface. They are amphoteric being donor
type (positive) in p channel MOSFETS and adding to the trapped oxide
positive charges. In n-channel MOSFETS the traps are acceptor type
(negative) thus compensating the trapped positive oxide charges (Fig. 3).



412 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

V

Effect of surface
n-channel 

states

SNet effect

o

.ffect of oxide
chrg

0N

10 3  104 105 106 107

Gamma dose (rad)
p -charmer

-V

Fig. 3: Typical gate threshold shift for n- and p-channel MOSFETs.

The process for the production of the interface states is not fully
understood, but it is known that the wet oxides (grown in steam) have more
interface states than in carefully grown dry oxides which are usually used
for gate oxides.

The change in the charge compensation in the n-channel MOSFET due to
annealing has the effect of moving the operating gate voltage more positive
than its unLrradiated value. The phenomenon is known as "rebound" and it
can seriously affect the operation of the MOSFET especially when used in
a complementary pair (Fig. 3) [Ref. 13, Book:MA and Dresseitsorfer Chap 4].

The dose rates experienced in space are normally 9ery low, being
between a few hundred and several thousand rads (Si) per year depending on
the spacecraft's orbit. The total ionizing dose. received during the
operational life of a satellite, which can be up to twenty years, can
exceed 100,000 rads (Si). As annealing of the stored positive charge in
the oxide is likely to occur over this length of time, leaving the
interface states uncompensated, it is essential to conduct low dose rate
irradiations to explore the overall effect. Figure 4 illustrates the
dependence of the dose to failure on the dose rate. Some experimental
approaches are discussed in Section 5.
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Fig. 4: Total dose required to cause failure as a function of the
dose-rate at which the radiation is delivered. [Ref: Ma and Dressendorfer
(1989)].

2.3. SINGLE PARTICLE EFFECTS

When charged particles, electrons, protons or heavy ions pass through
silicon, they loose energy by electronic loss and nuclear interactions.
The electronic loss appears as a cloud of electron-hole pairs along the
path of the particle (Fig. 5). The term linear energy transfer (LET)
refers to this phenomenon, and its magnitude is dependent on factors such
as the particle type and its energy. The electronic charge is deposited
in a very short time (picoseconds), and the sudden injection of charge
(10-1 to 10-1- coulombs) into a microcircuit can temporarily disrupt its
operation producing a single event upset (SEU); an effect which is
particularly 'serious in dense solid state memories (DRAMS and SRAMS). A
related phenomenon known as "latch-up" occurs in complementary MOS circuits
in which configuration of the circuits on the chip produces thyristor type
structures which can be switched on by a transient pulse from a particle.
The latch-up 'is serious as it paralyses the chip and can cause very large
currents to pass and burn-out conductors on the chip. More recently a very
similar phenomenon has been observed in power MOSFETS. The passage of a
particle through the transistor structure produces a local avalanche which
causes the parallel parasite bipolar structure to conduct and carry a very
heavy current leading to local burn-out and destruction of the transistor.
The SEU was predicted in 1962 by Wallmark and Marcus [Ref 6) and observed
in static rams in 1976 [Ref 16].
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Fig. 5: Cosmic ray induced current pulse showing prompt components due to
drift from the depletion region and charge funneling and the delayed
component due to diffusion.

The sensitivity of a circuit to SEU or latch-up is measured in terms
of a cross-section obtained by irradiating the device under test with a
measured particle fluence and observing the number of events under
operating conditions. Precautions are taken -to limit the latch-up
currents. The technique is discussed later.

2.4. DISPLACEMENT DAMAGE

Apart from the ionization effects just described, the radiation of silicon
and SiO2 produces lattice damage effects in which silicon atoms are
displaced from their usual lattice positions to take up interstitial sites
and leaving a vacancy behind. These damage sites are electronically active
with energy levels in the silicon bandgap. These sites have a very
pronounced influence on the carrier recombination and generation (i.e., r-g
centres) and the carrier mobility. They seriously affect the leakage
properties of p-n junctions, the current gain in bipolar transistors and
the mobility of carriers in the channel regions of MOSFETS.

Displacement damage is produced by high energy electrons (E > 180
keV), protons and all the heavier particles. The damage can occur along
the path of the particle by elastic scattering which causes ionization and
displacements provided sufficient energy is transferred to the target atom.
Inelastic scattering, in which the target atom captures the particle and
then emits another particle (e.g., an alpha particle), causing further
ionization and displacement due to the recoil of the transmuted target
atom.

It is reported that nuclear reactors are being studied for supplying
the energy for interplanetary spaceflight. Such a reactor system will
involve the emission of fast neutrons and gamma rays from which the crew
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will have to be shielded. The control and measurement of the reactor
system will involve microelectronics in relatively unshielded positions in
the vicinity of the reactor core. It is appropriate therefore to mention
here that the effect of fast neutron bombardment is to produce damage very
similar to that produced by protons. The changes in the electronic
properties of the silicon are therefore essentially the same. Figure 6
illustrates the relative damage effects of 6 0 Co gamma-rays, electrons,
protons and neutrons.
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Fig.. 6: Comparison of the effects of various particles on carrier lifetime
in silicon.

3. Hazards to Semiconductor Devices in Space

3.1. INTRODUCTION

The hazards to microelectronic devices in the space environment are
discussed in. this section under the three basic headings of ionizing
radiation, single particle effects and displacement damage. The discussion
is confined to silicon, SiOr and Si3NA.

3.2. EFFECTS OF IONIZING RADIATION

The effects of low dose rate ionizing radiation on the following devices
will be discussed;

p-n junction diode (signal diode and radiation detector)
Bipolar transistors
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Junction field effect transistors
MOSFETS p and n channel including CMOS pairs, CCDs, power MOSFETS and

RADFETS
Integrated circuits based on the above basic devices
Bipolar, digital, analogue (ADCs etc.)
MOS VLSI, digital, microprocessors, memories/DRAM, SRAM, EPROM and EEPROMS.

3.2.1. P-N Junction Diode. The junctiun diode is a fundamental component
of the great majority of semiconductor devices. The energy deposited by
the ionizing radiation produces a photocurrent, but as the dose rate is
very low, the current is insignificant when compared with the normal
leakage current. This is not the case for very high dose rates (>106

rad/sec) when the photocurrents c'n be large and affect the performance of
the circuit. It is possible to use the photocurrent generated in large
area photodiodes to measure the flux of the radiation.

In the planar technology the perimeters of p-n diode structures are
protected by a layer of passivating silicon dioxide. The positive charges
produced in the oxide can induce an n-type layer in the silicon and extend
the area of the diode by modifying the carrier concentration at the
surface. The net result is an increase in leakage current and a softening
of the breakdown voltage. The effect can be reduced by the incorporation
of guard bands around the diode perimeter.

3.2.2. Bipolar Transistors. The effect of the ionizing radiation is
similar to that discussed above for the diode. The positive charges on the
oxide can produce a conducting path from the base to the emitter which
directs base current away from the main base current path resulting in a
loss of gain of the transistor. This effect is particularly noticeable in
"super beta" transistors which operate with very small base currents. TTL,
ECL and power transistors have much larger base currents and are less
affected as the diverted current is a smaller fraction of the base current.

It is reported that those transistors which incorporate a recessed
field oxide (to planar the structure on the wafer) have been observed to
fail at the low dose of 5 Krads(Si) while other bipolar structures can
operate up to 1 Mrad(Si) [Ref. 21].

3.2.3. Junction Field Effect Transistor. The main effect of ionizing
radiation on junction field effect transistors is to increase the gate to
channel leakage current and contribute to the noise currents. This is
important as JFETS are frequently used in the first stage of low noise
amplifiers, both discrete and integrated designs.

3.2.4 MOSFETS. The main long term hazard faced by MOSFETS is the
accumulation of trapped charge in the oxide layers. Positive trapped
charge at the gate oxide silicon interface will be in opposition to the
intended negative bias and so will shift the threshold voltage in a
negative direction. Hence n-channel MOSFETS will be turned off and
p-channel MOSFETS turned on as the charge accumulates. If the radiation
takes place with a positive bias on the gate, the electrons are swept out
of the oxide leaving a larger fraction of tralded holes.
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The mechanism of charge trapping is illustrated in Fig. 2. At t - 0
a burst of ionization generates electron-hole pairs throughout the oxide
layer. Immediately after the burst some recombination occurs together with
the movement of the electrons out of the oxide due to their high mobility
compared to the holes (106 times greater). Some holes become trapped at
the interface. Additional interface states can be produced by the
radiation directly, though this process is not fully understood. Interface
state effects become important for accumulated doses of over 105 rads
(Si0 2 ). In an n-channel MOSFET the interface states are negative and
compensate the positive oxide charge causing the threshold voltage to
increase (Fig. 3), while in a p-channel MOSFET the oxide charge and the
interface states add making it necessary to increase the gate bias to turn
the transistor on. As the gate is biased negative the holes will be
attracted to the gate, and hence fewer holes will be trapped at the
interface. The shift in threshold voltage AV0 t is given by:

AVot (Eo1 E) = q K,(E)f,(Eo.,E)tT(Eo.)d' D.x(E)

where

q - electronic charge
Ci- Farads/cm (EE.)
K8 - Energy dependent charge generation coefficient
fy- Field dependant fractional charge yield
E - Energy of the radiation
E.. - Field in the oxide

fT- Fraction of holes trapped
d.. - oxide thickness
D0, - ionizing dose (rads (SiO2 ))

This equation is the often quoted "thickness squared" dependence of VOT on
dose. The factor fT is very dependent on the processing steps during
fabrication.

The performance of the complementary MOS (CMOS) pair (Fig. 7) is
seriously affected by the movement of the threshold voltages as it alters
the operating conditions, and the output voltage from the pair can drop
from the supply voltage VVD to half VDD with the result that the pair will
not be able to drive succeeding stages.

The positive trapped charge in the field oxide, especially in the
recessed oxide structure (birds beak) where the gate metal rises off the
gate oxide onto the field oxide, can cause leakage currents from source to
drain which increase steadily with dose and finally push the device out of
specification (Fig. 8). The radiation damage can be annealed out by simply
allowing the device to stand at room temperature. Biasing and raising the
temperature can increase the rate of recovery. At the low dose rates in
space, the rate of oxide charge generation and the annealing rate tend to
cancel one another, with the degree of compensation very dependent on the
characteristics of the oxide. The steady build-up of interface states will
produce the positive rebound with a resultant overcompensation.

__ _ _ _ _ _ _ _ _ _ _ _ _ _
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Fig. 7: A CMOS inverter cell: (a) schematic; (b) cross-section.

It has been shown experimentally that the positive charges in the
oxides can be annealed by UV irradiating the device to release electrons
from the silicon into the oxide which then are captured by the positive
charges. The interface states are not affected by the process. The above
remarks apply equally well to discrete MOSFETS such as the power MOSFET and
integrated circuits,

There is one important MOSFET known as the RADFET which makes use of

the charge storage in the gate oxide to act as an integrating dosimeter.
The above equation is a guide to the design on the RADFET. The RADFET
comprises a p-channel Lransistor in which the oxide charge and interface
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Fig. 8: Possible radiation-induced leakage paths under field oxide in an
n-channel MOS transistor structure. [Ref: Ma and Dressendorfer (1989)].

states aid one another and increase the stored charge. In order to
increase the sensitivity, a very thick gate oxide (>500 nanometers) must
be used. Typical sensitivities are a delta VT of 0.5 volts for a dose of
1000 rads (Si) with a large positive bias across the oxide [Refs. 18,19].
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3.2.5. Integrated Circuits. Bipolar integrated circuits (e.g., TTL and
ECL) exhibit performance degradation between 105 and 106 rads (Si) with
some circuits working well above 106 rads (Si). The input circuits of
operational amplifiers using super-beta transistors may show effects at
lower doses. Recently it has been reported that bipolar circuits using the
recessed oxide structure have failed at doses as low as 5 krad (Si). The
recessed structure is shown in Fig. 9. The stored charge in the recessed
oxide produces a channel between emitter and collector. It is unfortunate
that the recessed oxide technique, which allows higher density and speed
to be obtained, introduces an increased susceptibility to ionizing
radiation. Caution must be exercised in the choice of bipolar integrated
circuits.

MOSFET CHANNEL STOPPE BIPOLAR

LEAKAGE PATHS

Fig. 9: Recessed oxide structure [Ref. 21].

KOS integrated circuits are the mainstay of digital circuitry in
space, with CMOS being the preferred technology for microprocessors (e.g.,
80C86, transputer etc.), memories (SRAMS, EPROMs, ROM etc.) and associated
circuitry (e.g, logic arrays). The transistors in the MOS integrated
circuits will suffer the changes in threshold voltages which can produce
functional failure. The gate oxide thickness in typical VLSI transistors
is about 30 nm (300 angstroms) which reduces the stored oxide charge due
to the delta VT - K toX2 relationship.
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However this is only part of the problem as the charge stored in the
field oxide, especially in the vicinity of the transistors (Figs. 8 and 9),
produces parasitic transistor action which increases the leakage currents
and leads to parametric failure at relatively low doses (10 to 20
krad(Si)). In many cases the device (e.g., a memory chip) will continue
to function, but it will be drawing an excessive current from the satellite
system. Special design features are required to avoid the parasitic
effect, and these are not usually incorporated in commercial designs, as
they cost silicon real estate. It is possible to hardened to 100 krad
(Si), which is adequate for most of the space applications.

3.3 EFFECT OF ENERGETIC PARTICLES ON DEVICES

As mentioned earlier, the passage of a particle through a semiconductor
produces a highly ionized track of electron-hole pairs which result in the
very sudden injection of charge into elements of an integrated circuit,
such as a memory. This transient produces a single event upset (SEU) or
"a latch-up. The following devices will be considered: (ý) p-n diode (as
"a detector of particles), (ii) Integrated Circuits (CMOS, CMOS/SOS), and
(iii) Power MOSFETS.

3.3.1 p-n Diode. Large area p-n diodes make very suitable detectors of
the high energy particles as experienced in space. The diodes have been
used very successfully in detector systems used in the Concorde airliner,
the UOSAT3 satellite (University of Surrey) and now in the US Shuttle.

The ionization produced by the particle is collected as an electronic
charge which is directly related to the particle LET. A charge sensitive
amplifier is used to integrate the charge from the diode and produce an
output voltage directly proportional to the charge. In practice ten diodes
are used each with an area of 1 cm2 and about 200 microns thick.

As an example the LET, in MeV/gm cm-2 , can be calculated in terms of
charge as follows:

1 MeV/gm cm- 2 
- 106 x 3.6-1 x 2.33 x 10-4 x 1.602 x 10-19

- 1.04 x 10-17 coulombs/micron

where 3.6 ev is the energy for e-h pair generation and 2.33 is the density
of silicon (gm/cm3 ). Hence the charge produced in a p-n diode with a path
length of 200 microns is 2.08 x 10-15 coulombs for a LET of I MeV/gm cm-2 .

The range of LET values to be expected in space are given in Table 1
for protons and iron ions (see earlier lectures.) It should be noted that
the LET decreases with increasing energy if it is beyond the Bragg peak.
If the particle is stopped inside the diode, all the energy released as
ionization, is collected.
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Table 1. Energy Loss in Silicon

PROTONS IRON ( 56Fe)

ENERGY LET CHARGE ENERGY LET CHARGE
MeV/ MeV/ Coulombs/ MeV/ MeV/ Coulombs/

Nucleon gm cm-2  Micron Nucleon gm cm- 2  Micron

0.2 0.44 4.53 x 10-15 0.179 18 1.85 x 10-13
1.0 0.18 1.86 x 10-15 0.89 27 2.78 X 10-13
5.0 0.06 1.34 x 10-16 1.79 28 2.88 x 10-13

10.0 0.034 8.12 x 10-17 8.93 18.5 1.9 x 10-13
100.0 0.006 6.18 x 10-17 17.9 13.0 1.34 x 10-13

3.3.2 Integrated Circuits. Transient upsets produced by cosmic particles
in space take two forms, the single event upset (SEU) and latch-up. Both
upsets can lead to the corruption of data in a solid state memory chip
(SRAM) or the latch-up in CMOS circuits which can lead to permanent damage
due to melting on the chip.

It was postulated nearly thirty years ago that ions could deposit
enough charge in an integrated circuit to upset its operation [Ref. 6], and
in the mid-seventies it was recognized that errors in a satellite could be
attributed to a single event upset [Ref. 16]. The phenomenon was brought
forcibly to the attention of the semiconductor memory manufacturers when
it was shown that alpha particles emitted from naturally occurring uranium
and thorium in the materials of the chips and its package [Ref. 25] could
cause "soft" errors.

The dynamic RAM cell stores its information as a charge in a potential
well below a capacitor plate with a positive charge on it putting the well
into deep depletion. If the alpha particle or any cosmic particle deposits
enough energy, the electrons produced can be captured by the well, changing
its logic sense. DRAMS tend to be more sensitive to particle bombardment
than other memory devices and for this and other factors they are not
commonly used in satellite systems.

The static RAM cell stores its information on flip-flops (i.e,
latches), usually formed by connecting two inverter pairs in a
cross-coupled configuration. The information is stored as l's or O's,
depending on which inverter is conducting, and it is stored for as long as
the power is applied to the cell. A cosmic particle can deposit sufficient
energy to cause the flip-flop to change state and change a zero to a one
or visa versa.

It is customary to measure the SEU sensitivity as a cross-section.
This can be calculated from the number of upsets per bit (or device)
divided by the number of particles/cm2 over the same time interval. As the
energy loss of the particles increases, due to many factors, the energy
crosses a threshold value L, for an upset. Above this threshold the upset
rate increases rapidly until all the particles produce upsets, i.e.
saturation.
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The SEU sensitivity varies very considerably from device to device and
even within one device type from a particular source. The memory chips
fabricated in CMOS on SOS have very small cross-sections, whereas some
commercial memories of the same capacity have 102 to 103 times larger cross
sections. It is difficult to estimate the sensitivity of particular
devices, and the best way of proceeding is to conduct physical testing.

An examination of the CMOS inverter pair with its adjacent n and p
channel transistors form a parasitic thyristor or "silicon controlled
rectifier" which under normal conditions remains in the "off" state (Fig.
10). The thyristor can be triggered to the conducting or "on" state by a
voltage transient and also by the ionization from the passage of a particle
through the inverter pair structure. It is known as a latch-up and can
only be terminated by removal of all power to the chip. Very large
currents (many tens of milliamps) can flow causing exce~sive load on the
power system, loss of stored information due to the reduced supply voltage
and the strong possibility of melting of the tracks and bonding wires in
the chip, effectively destroying it. The occurrence of a latch-up is very
serious, and if there is any doubt about the susceptibility of a CMOS chip
to latch, it should be tested. The sensitivity to latch-up is expressed
as a cross-section for the device.

CMOS RAM
LATCHUP MECHANISM

LATCHED STATE

-J L ý P 
2 ( ThANSIENT)

yin2  V0 0  V3 ,

TRANSISTORSI

* PARASITIC pnpn PATH RESULTS FROM CMOS FABRICATION

* WHEN C(O1) a (0 2 ) ., 1, STABLE LOW IMPEDANCE
STATE OCCURS

0 a CAN BE INCREASED BY CURRENT INJECTED FROM SINGLE
PARTICLE IONIZATION. YIELDING SMALLER V60
(90MeV Fe r , 0.26pC/p m :,. 3llma/ m)

* WHEN V 9 0 REDUCED TO LESS THAN Voo. LATCHUP OCCURS

Fig. 10: Illustration of CMOS latchup mechanism and analogy to SCR.

__ _ _ _ __ _ _ _ _
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Another important transistor incorporating a parasitic bipolar
transistor structure is the power MOSFET. The power MOSFET is a VLSI
component comprising a very large number, about 50,000 on average,
individual MOSFETS connected in parallel and each capable of carrying about
1 mA. Associated with each n-channel MOSFET is a parasitic n-p-n bipolar
transistor, whereas it's a p-n-p for a p-channel MOSFET (see Fig. 11). The
passage of an ionizing particle through one of the transistors when in the
"off" stat? can produce local avalanching which in turn can force the n-p-n
structure into conduction and diverting all the current from the external
supplies into a small region of the power MOSFET. Local heating occurs
leading to melting and destruction of the whole transistor as the source
and drain electrodes become joined together. It is known as a single event
burn-out (SEB).

+V (-500 VOLTS)

V TRACK OF

POLYSPLICONA PARTICLE

POLYSILICN 

P 

PA TI L

(SDAMACE 

ZONESGATlE OXIDE R

IBODY M N 1BODY

DIODE

D NORMAL OUTPUT

CONDUCTION BREAKDOWN Jt
-70.000 CELLS IN EACH PATH CURRENT

POWER MOSFET PATH

CROSS-SECTION SCHEMATIC
NOT TO SCALE

Fig. 11: Power MOSFET.

The sensitivity of the power MOSFET depends on its method of
fabrication, the operating conditions and the external circuitry,
particularly the amount of energy stored in the external circuitry
available for "zapping" the transistor. Power MOSFETS are being
manufactured which are claimed to be free from this form of destructive
breakdown (single event burn-out). If it is intended to use readily
available military or commercial devices, it is prudent to test samples
from the batch intended for the satellite.
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3.4. SUMMARY

In summary, cosmic particles have been shown to be capable of depositing
sufficient charge in silicon devices to:

(i) Corrupt data stored in dynamic or static RAMS, microprocessors
and logic arrays,

(ii) Initiate latch-ups in CMOS devices, and

(iii) Initiate a destructive latch-up in power MOSFETS.

3.5. CONTRIBUTIONS FROM DISPLACEMENT DAMAGE

3.5.1. Introduction. As this paper is concerned with the normal space
environment, displacement damage effects are only likely to become
significant when the total dose exceeds about 100 krad (Si). The
predominant effects are discussed below under the device headings.

3.5.2. p-n Diode. The most important effects are an increase in the
number of recombination-generation (r-g) centres producing an increase in
the r-g current component, and a reduction in the switch-off time.
Switching diodes have been shown to work up to massive doses of ionizing
radiation, e.g. 100 Mrad (Si), provided the increased leakage current can
be tolerated. Solar cells in their exposed position makes them very
vulnerable to radiation damage with a consequent loss of efficiency.

3.5.3. JFETS. In common with the junction diode the JFET exhibits an
increase in its gate leakage current, a decrease in transconductance and
an increase in the 1/f noise. The JFET is a very suitable component for
use in very hazardous environments.

3.5.4. Discrete Transistors. The appearance of r-g centres in the base
region of the bipolar transistor results in a degradation of the current
gain and a reduction in the base width. Wide base, low frequency bipolar
transistors are of major concern.

Power MOSFETS are affected by changes in the resistivity of the drain
region which increases the "on" resistance. The r-g centres will also
increase the source-drain leakage current. The effect of displacement
damage on the single event burn-up has not been investigated, but it is
likely that the decrease in carrier lifetime may reduce the occurrence of
SEB.

3.5.5 Integrated Circuits. Bipolar integrated circuits, such as op-amps,
will have their performance degraded in a similar manner to the individual
bipolar transistor. In the op-amp the open loop gain will be degraded,
while the input bias current increases, the magnitude depending on the type
of amplifier. The use of lateral p-n-p transistors and the super beta
n-p-n transistors and its low operating currents are factors which increase
the sensitivity to displacement damage.
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OS integrated circuits use majority carrier devices which are not
significantly affected by displacement damage, but they may well exhibit
an increase in the leakage currents. Charge storage on a node, as in a
SRAM, may decay more rapidly and hence require an increase in the refresh
rate. The charge storage in the gate oxide as described earlier (3.2.4)
is a much more serious effect.

4. Techniques for Reducing the Hazards of Space Radiation

4.1. INTRODUCTION

The usual methods employed to reduce exposure to nuclear radiation are to
reduce the time of exposure, keep as far as possible from the source and,
lastly, to employ suitable shielding. It is not possible on a satellite
to employ such methods as the sources of radiation are very energetic, and
in some cases are omnidirectional, and the time of exposure is the duration
of the mission, which can be up to twenty years. It is possible to shield
effectively from the low energy electrons and protons in the earth's
magnetosphere by using a few millimetres of aluminum. The low Z number
materials such as carbon, aluminum, glass (i.e., in circuit boards) and
hydrocarbons (i.e., in epoxy resins ) are preferred as they minimize the
Bremsstrahlung emission. Shielding in the spacecraft can be partly
achieved by placing the microelectronic components adjacent to large
masses, such as batteries and transformers. Localized shielding can be
achieved by positioning small shields of tungsten or tantalum on the
critical components.

It is impossible to shield against the energetic cosmic particles as
they are capable of penetrating many meters of material. In fact shielding
can make the situation worse because a reduction in energy increases the
LET until the energy is less than the Bragg peak when the LET decreases.

It is difficult to shield against neutrons because of the mass of
material required. The most satisfactory solution is to place the source
of neutrons as far as possible from the sensitive circuitry.

4.2. TECHNIQUES FOR REDUCING THE HAZARD

4.2.1. introduction. If the suggestions above for minimizing the hazards
are not adequate, it will be necessary to rely on radiation hardened
devices or commercial devices that have been tested to be sufficiently hard
to the radiation. Radiation hardened components are supplied by a number
of companies (e.g., Harris, United Technologies, GEC-Marconi, Matra Harris,
IR). The range of devices offered is restricted and understandably not of
the very latest technology. Information on the radiation performance of
microcircuits can be found in a number of databases which have been
compiled by JPL (NASA), Hahn-Meitner inst. (ESA) [Refs 1,2,3].

4.2.2. Device Design. As a guide the following techniques can be employed
in radiation hardening against total dose and SEU effects.
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4.2.3. Total Dose. The microcircuits should be made with thin gate oxide
(say 25 nm, Delta VT - K t.! 2

), and the recessed oxide structure should be
avoided. The growth conditions during the oxide formation and cooling must
be carefully controlled to ensure a stable VT. The field oxide must be
processed to have a high threshold voltage to avoid surface conduction
effects.

4.2.4. SEU Sensitivity. The main objective in the design is to reduce the
amount of charge injected into the microcircuit component. This can be
done by reducing the sensitive volume by the use of epitaxial silicon or,
better still silicon-on-insulator (SO1) such as silicon on sapphire or
SIMOX (ion implanted SiO2 layer). In addition, the sensitivity of SRAM
flip-flop memory elements can be reduced by incorporating resistors in the
cross-coupling leads, at the expense of a loss in speed.

All the above methods entail additional costs with the result that
some radiation hard microcircuits can cost between 10 and 100 times the
cost of the equivalent commercial equivalent device. There is
understandably a strong desire amongst designers with limited budgets to
"make do" with the commercial item provided it meets their total dose
requirements.

5. Terrestrial Testing Techniques

5.1. INTRODUCTION

It is clear from the earlier section that there is a need to simulate as
closely as possible the expected conditions in space for a particular orbit
and then to subject microelectronic components to these conditions. It is
convenient to test for total dose effects and SEUs separately though
combined exposures have been successfully attempted. It is desirable that
the correct dose-rate be used at the correct temperature. The devices
should preferably be powered up, a condition which is essential in the
testing of SEU, latch-up and single event burnout in power MOSFETS.

5.2. TOTAL DOSE TESTING

A number of gamma-ray sources (e.g., 6 0 Co, " 7 Cs and 9 6 Sr) can be used for
simulating the total dose effect. The space industry has chosen 6 0 Co as
it is widely available in a large range of strengths. The half life of
6'Co is 5.27 years, and it decays by emitting a weak electron followed by
the emission of two gamma-rays of energies 1.17 MeV and 1.33 MeV. They are
emitted with equal intensity and can be regarded as a single gamma-ray of
1.25 MeV. The specific gamma-ray constant of 6°Co is

given by 1.32 R(m- 2 h-' Ci-1)

where R is the exposure in roentgens, (rads (Si) - 0.869 roentgen). For
example 1 Curie (Ci) of 60Co has a radiation output of 1.32 R/hour at 1
meter (assuming a point source). All testing is carried out in suitable
shielded cells.
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5.3. TOTAL DOSE DOSIMETRY

There are various techniques available for the detection and measurement
of the dose-rate and total dose from ionizing radiation. The commonly used
methods are the ion chamber (IONFX) for dose rate and for total dose,
thermoluminescent dosimeters and sensitized perspex. A gamma alarm is used
for safety reasons to indicate the presence of the radiation and the dose
rate in the radiation cell. A mercury thermometer is kept in the cell to
monitor the temperature.

5.4. TEST EQUIPMENT

The devices under test (DUT) can be tested outside the cell and then
irradiated under bias if required and measured at intervals out of the
cell. A more satisfactory arrangement is to measure in situ at the end of
cable which then allows for a computer controlled system. The Hewlett
Packard 4145A or B Parameter Analyzer has been used for measuring
irradiated devices backed up by electronic digital volt/ammeters and
digitally controlled power supplies.

It is usual to make up special jigs for a number of devices of each
component type for biasing and measuring during irradiation and any
annealing.

5.5. SINGLE EVENT UPSET TESTING

5.5.1. Introduction. High energy particle accelerators such as
cyclotrons, tandem Van de Graff and linacs are used to produce a flux of
high energy particles which are directed into the silicon chip under test.
The irradiations are performed with the DUT under vacuum with the device
package lid removed. The DUT is connected by a multiway cable to the
computer system alongside the vacuum chamber [Ref. 7].

5.5.2. Ion Sources. Ion accelerators are few in number and are committed
to other physics experiments limiting their availability and making them
costly to use. One interesting simulator is the man-made element 252Cf

which undergoes spontaneous fission emitting high energy particles with
large values of LET. 2 52Cf is used for determining limiting cross-sections
and sensitivity to latch-up. The characteristics of '

52Cf are (Ref. 10]:

Effective half life 2.639 years
Alpha decay 96.91% (6.08 MeV and 6.12 MeV)
Fission decay 3.09%

It can be shown that one microcurie of 252Cf will produce

3.6 x 10' alphas/second
2.2 x 103 fission particles/second
4 x 103 fast neutrons/second.
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Table 2 lists some typical ion species and their interaction with silicon.

Table 2: Typical Ion Species used for SEU Testing

Ion Energy I Initial LET Approx Range
Species MeV MeV/mg/cm2  in DUT

Microns

He (alphas) 5 0.6 25
Be 25 1.3 55
0 150 2.3 179
Ar 160 15 41
Fe 260 48 52
Kr 150 40 22252Cf fragments 90 - 140 43 15

A comprehensive listing of LET and range for all the elements in silicon
and other elements are published by [Ref. 241. If testing with alpha
particles is required for examining sensitive devices such as DRAMS and
CCD's, Americium-241 is a very suitable source. There is no isotope source
that emits protons spontaneously, and the only source of high energy
protons is an ion accelerator.

5.5.3. Source Calibration Method. The particle flux from an ion
accelerator or 252Cf fission source is measured at the position of the DUT
using a surface barrier detector suitable for heavy ions (e.g., Ortec type
BF-030-100-60). The output from the detector is amplified by a charge
integrating circuit and fed to a multichannel analyzer. The particle count
per unit of time can be recorded as well as the energy deposited in the
detector.

5.5.4. Experimental Method. The measurement of SEUs requires the DUT to
be operating under the normal specified conditions. The DUT must be driven
by an external computer system so that data can be transferred to and from
the DUT and checked and the number of events recorded. The SEU
cross-section is given by

Cross section (cm2 ) = No. events
No. particles/cm

2

The majority of devices require special interface circuit boards to couple
them into the computer and through the vacuum seal into the evacuated test
chamber. Problems arise due to operating the DUT at the end of two or
three meters of multiway cable, but in most cases they can be overcome
without degrading the performance of the DUT. Precautions must be taken
during SEU testing to guard against latch-up. In some computer systems
when a latch-up occurs the power is removed from the DUT to remove the
latch-up. The event is recorded and normal testing continued. It is
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usually essential to write special software to test devices such as
microprocessors, memories and logic arrays [Refs. 7,9,10].

The measurement of latch-up and single event burn-out in power HOSFETS
using 2 52 Cf requires a simple circuit in which the DUT forms the switch in
a monostable circuit (Fig. 12). When the latch-up occurs a limited current
from a capacitor flows through the DUT and ceases when the voltage across
the DUT has decayed to a value which can no longer sustain the SCR action.
The capacitor recharges to its initial value (e.g., VDD). Care is taken
to ensure that the minimum of energy is stored in the capacitor, and the
initial current surge is limited by a resistor. An electronic counter is
used to register the number of events. The system can be left running for
long periods when using a 252Cf source [Refs. 7,8,9,23].
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Fig. 12: Simplified latch-up test circuit [Refs. 9, 23].
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6. Radiation Testing in Space

6.1. INTRODUCTION

The widespread use of microcircuits in satellites with many varied orbits
makes it very desirable to measure the radiation environment in and around
the vehicle so that ground testing will more readily represent the space
conditions. This approach should help confirm the various predicted
conditions. It would be of assistance if small radiation test circuits
could be incorporated in modern satellites and the data transmitted to the
ground as part of the housekeeping data.

6.2. METHOD OF MEASURING RADIATION EFFECTS IN SPACE

It is necessary to measure total dose and SEU events. The detectors should
be small and easy to operate in the satellite.

6.2.1.' Total Dose. The Geiger-Muller tube and the RADFET have been used
for measuring gamma radiation. In the case of the GM tube, which has the
disadvantage of requiring a high voltage, the dose is obtained by counting
the number of pulses from the tube. The GM tube is very sensitive and it
can have a limited life depending on the count rate.

The RADFET is not as sensitive but quite satisfactory for total doses
exceeding 100's rads to over 20,000 rads. The sensitivity can be changed
by altering the gate oxide thickness. In common with MOSFETS, the RADFET
is prone to loose stored charge due to annealing. Temperature measurements
should be made adjacent to the above detectors so that temperature
corrections can be made [Ref. 19].

6.2.2. Single Event Upset. A number of approaches are being tried for
detecting the charge deposited by a cosmic particle in a silicon device.
These are:

(i) Detecting flips in a large array of static RAMS [Ref. 9].

(ii) Special flip-flops designed to be sensitive (JPL).

(iii) PIN diode array coupled to a charge amplifier and a simple
pulse height analyzer. (See 3.3.1) [Ref. 14].

6.2.3. Current Experiments. Current equipments to measure various
radiation effects are:

(i) CRRES (US)

(ii) CRUS (US)

(iii) CREAM (UK RAE) on Concorde, UOSAT3 and soon in the Shuttle
[Ref. 22].



432 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

7. Summary

Microelectronic systems are essential for the conduct of space research and

exploitation. It is therefore necessary for the microelectronic components

to perform reliably during the life of satellite. The two important

sources of radiation are the ionizing radiation produced by electrons and

protons interacting with the satellite structures and SEUs produced by high

energy particles.

In response to the space radiation hazard there is a need to predict
the radiation environment in the satellite's orbit and then to simulate the

effect on the ground. In the case of ionizing radiation the dose rate may

be very low so that testing becomes lengthy and methods for producing a

satisfactory answer in a shorter time are required. Methods are being

researched to this end.
Many space system designers, especially those doing research with a

limited budget, are being compelled to use commercial microcircuits with

little or no radiation data available on them. Simulated testing of these

parts becomes very important.

The radiation hardness of all the microcircuits in a satellite system
should be verified before a detailed design is undertaken to avoid a later

expensive redesign. The importance of the microcircuits in the space

programme makes it necessary to obtain experimental information on

radiation behavior from space to support the predictions and simulations
used at present.

The purpose of these lecture notes has been to highlight the hazards
experienced in space by microcircuits and to direct the reader to the
wealth of published material on the subject.
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ABSTRACT. The low altitude environment is normally characterized by the
cold dense plasma of what is mainly an ionospheric domain. Although it is
apparently a more benign environment than that experienced at high
altitudes, spacecraft can experience a number of important plasma-related
effects. These interactions are discussed and their impacts are identified
for future space systems such as the International Space Station and its
co-orbiting platforms, shuttle vehicles, and polar-orbiting platforms.
Significant surface charging is not normally possible in such a
low-temperature plasma. At high latitudes spacecraft cross the auroral
oval. During magnetospheric disturbances, hot electrons precipitate down
field lines and can cause high levels of surface charging. This has been
observed on polar orbiting (DMSP) satellites. The velocity of a spacecraft
is faster than the local ion sound speed and this results in the creation
of wakes and ion-free void regions. Charging of surfaces or other bodies
is expected to reach higher levels within such wakes. In addition, the
large plasma disturbance represented by the wake leads to plasma
fluctuations and enhanced electrostatic noise levels. Spacecraft carry a
local contaminant environment with them or produce one through venting,
thruster firing, etc. These neutral contaminants can be ionized through
charge-exchange with the ambient plasma and then form a local pick-up ion
environment. Enhanced wave activity and surface contamination can result.

1. Introduction

The next few years will see the development and flight of several large
space systems which will operate in low altitude orbits. (By 'low
altitude' we mean altitudes below -1000 km, also referred to as LEO: Low
Earth Orbit.) The largest planned system is the International Space
Station, but in addition there are plans for the European Columbus
free-flying man-tended laboratory and for various shuttle-deployed
platforms such as ESA's Eureca and Japan's SFU. These missions are
intended primarily for 28* inclined orbits. There are also plans around
the world for a considerable increase in the exploitation of the polar
orbit with large platforms such as NASA's EOS, ESA's Polar Platforms, and
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continuation of the ESA ERS and CNES SPOT programs. To these we must add
the large reusable transportation systems - the US Space shuttle (and
extended-duration EDO), Europe's Hermes 'spaceplane', Japan's HOPE, the
CIS's Buhran and finally the continuing use and development of the CIS's
MIR spacestation. This list is not exhaustive and is no doubt subject to
'revision' but it does indicate important trends: to larger systems, to
greater sophistication, and to greater reusability. These inevitably
increase the system susceptibility to problems induced by the space
environment in general.

In this paper we deal with plasma interactions with such systems and
in particular with non-active aspects of the interaction. 'Active'
generally means that one deliberately perturbs the plasma; for example, by
emitting a charged-particle beam, applying large potentials (e.g., high
voltage solar arrays), deploying tethers, etc. These interactions are
dealt with by other authors in these proceedings. We concentrate on three
basic areas: (i) the mesothermal motional interaction leading to wake
creation; (ii) spacecraft charging in polar orbits; and (iii)
contaminant-plasma interactions. The first two areas will be given the
greatest weight. In discussion of-these topiAt, an attempt will be made
to review flight data, ground-based experiments and computational
activities. The space available does not allow a complete review, and some
aspects are necessarily abbreviated. Therefore, the reader is referred to
previous reviews of the subject by Stone [Ref. 46], Murphy and Lonngren
[Ref. 24], Wright [Ref. 51], Raitt [Ref. 35] and Martin, et al. [Ref. 21],
and to proceedings of several relevant meetings [Refs. 10, 30, 34, 38].

2. Introduction to Plasma Interactions At Low Altitudes

The low-altitude plasma is normally cold and dense. This has two important
consequences. Firstly, natural electrostatic charging of a body to more
than a few volts is not normally possible. In a non-drifting plasma, the
more-mobile electrons tend to cause surfaces to charge negatively to a
degree sufficient to repel electrons and accelerate ions until their
currents balance and an equilibrium potential is reached. This is a common
characteristic of floating Langmuir probes in laboratory plasmas. The
floating potential is linked closely to the characteristic energy of the
electron distribution (temperature if the distribution is Maxwellian).
Typically a surface might charge to about three times the electron
temperature (expressed in volts). So in a cold plasma, high-level charging
is not possible. In space, the motion of the spacecraft through the

ionosphere, leads to enhanced ion currents and electrons and solar photons
induce the emission of secondary electrons from a surface. Consequently
it is even more difficult for a low-altitude spacecraft to reach high
potentials. We will see later that this statement is untrue when an
energetic component is added to the electron distribution, such as
encountered in auroral regions. The second consequence of a cold dense
plasma is that potentials on bodies are more effectively screened from the
surroundings. The perturbation to the potential in space around a body is
limited to a region known as the sheath. The scale length for the size of
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a sheath is the Debye length. If a small potential perturbation 00 is
established in the plasma, the potential around it falls off as:

4 - 00 exp (-lxI /ID)

where XD is the Debye length (Ref. 5], given by:

= eD2 (1);LD • 2n

Here, K is Boltzmann's constant, Te is the electron temperature in Kelvin,
n is the ambient plasma density, e is the electron charge and to is the
permittivity of free space. Figure 1 shows the altitude-dependence of the
plasma density, electron temperature and Debye length at low altitude. It
is apparent that the millimeter-scale of Debye length is orders of
magnitude smaller than typical spacecraft dimension. This is therefore a
thin sheath regime.

It is important to note that Debye screening is a phenomenon
associated with small potential perturbations, when Poisson's equation can
be linearized. High level charging or systems with high applied potentials
have to be treated with non-linear theory. The diode theories of Langmuir
and Blodgett and Child and Langmuir become appropriate tKatz, these
proceedings]. The Child-Langmuir sheath thickness then defines the extent
of the perturbation to the local plasma:

DCL = 1.26AD (e/AKT.) 3/4.

This can be considerably larger than the Debye length and comparable
to the spacecraft size. Note that the Child-Langmuir sheath distance
depends on the body potential whereas the Debye length does not. The
importance of the sheath stems from the effect it has on current
collection: it modifies the effective size of a body as seen by the local
particle population. The short Debye length at low altitude is in contrast
to the large Debye lengths at high altitudes where most of the time sheath
and space-charge effects may be neglected; that is, by contrast, a
thick-sheath regime [Wrenn, these proceedings].

3. Motion of a Body through Plasma

At low altitude, a spacecraft's velocity (body velocity) vb is mesothermal,
i.e. it is faster than the ion thermal speed but slower than the electron
thermal speed:

Vol <Vb< V.
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The spacecraft orbital velocity is given by:

Vb 2 _ (2/r /- la)

- y/r for a circular orbit,

where p is the Earth's gravitational constant -4x0O14 m3/s 2 , a is the
orbit's semi-major axis and r is the satellite's radial position. This
gives between 7.5 and 8 km/s at low altitude. The above expression shows
that the velocity can be up to J2 higher at the perigee of a highly
eccentric orbit compared to a circular orbit with r-a. The velocity is
also larger for orbits around large planets which have a higher
gravitational constant.

A particle's thermal velocity is given by:

v9 - (2KT/m) 1/2,

where T is its temperature and m is the particle mass. (When T is
expressed in electron volts (eV), this reduces to 5.9x105JT m/s for
electrons and l.4x304V(T/A) m/s for ions; A i's the ion mass in amu.)
Temperatures of electrons and ions in low Earth orbit are typically below
0.1 eV and the dominant ion species is oxygen (A-16). So the ion thermal
speed is around 1 km/s while the electron thermal speed is around 150 km/s,
confirming that a spacecraft moves mesothermally.

A further important velocity is the ion acoustic, or sound speed,

V, - (KT, / mý)1/2

which is dependent on the electron temperature T. and the ion mass mi. The
reason for this mixing of electron and ion properties (T. and mi) is that
motions are often a result of electron attempts to move by virtue of their
relatively high thermal speeds while they are restrained to behave
collectively by the ions whose motions are hampered by their inertia. The
electrons are the "driving force" in establishing electric fields to which
ions then respond. This equation is strictly only applicable in the cold
ion, T1-0, limit. This behavior also leads to an important plasma wave
mode, the ion acoustic wave [Ref. 5]. At low altitudes, since ion and
electron temperatures are similar, the ion sound speed is similar to the
ion thermal speed. Motions are therefore also supersonic with respect to
the ions. The body Mach number, defined as

M - Vb / V,,

has a value of between 6 and 8.

4. Plasma Vakes

The speed inter-comparisons made above imply that an ion void will form
'behind' a body (on the anti-velocity vector side) since the ion motion
relative to the body has only a small component perpendicular to the
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spacecraft velocity vector. This is referred to as the near-wake region.
(We will use longitudinal to refer to directions parallel to the velocity
vector and radial to refer to directions perpendicular to the velocity
vector.) Figure 2 shows the near-wake void schematically, along with other
interesting features of the interaction.

EXTENT OF WAKE DISTURBANCE AXIAL ION PEAK(S)

CONVERGING ION TRAJECTORIES RAREFACTION
IONVOID TRAJECTORY / WAVE DIVERGING ION

PLASMA REG ION "BUNCHING"FLOW --- "L -- l-----

SHEATH - --..- _ - - -

NEAR WAKE MID-WAKE FAR WAKE

Fig. 2: Schematic of motionally-induced interaction of a body in low Earth
orbit [Ref. 46].

When the plasma flowing relative to the spacecraft impinges on the
edges of the body, a rarefaction wave is established which. propagates
radially away from the body at the ion sound speed v.. As the spacecraft
moves, a cone is produced by the boundary of this rarefaction region, which
is known as the Mach cone by analogy with aerodynamics. The ,angle that
this boundary makes with the velocity vector is the Mach angle:

0 ( n ( (KT/T) 1/2)

For a body at or near the local plasma potential, the filling of the
wake void is due to a combination of ion thermal motions and motion related
to the ion sound speed (that is, driven by electron electrostatic effects).
The void is a region of negative potential because of the mobility of the
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electrons; a barrier is established to exclude them and encourage ions.
Wright [Ref. 51] provides a discussion of this wake filling process. An
approximate closure length L is:

L = VR

BV.~

where R is the object radius perpendicular to the flow direction. Filling
of the void is an equivalent problem to expansion of a plasma into a
vacuum, and so-called self-similar solutions are found [Ref. 51]. Here,
quasi-neutrality is assumed, electrons obey the Boltzmann law (,they are in
equilibrium with the electric field):

n. = no exp (e$ IKT.),

and resulting ion (plasma) motions are related to the sound speed.
Estimation of the void closure length in practical situations is
complicated by potentials established on the spacecraft which exert a force
on the ions. Normally these potentials are negative so that ions are
further attracted into the void. This is especially true in cases of
severe charging in polar orbit, discussed further below, where hundred or
thousand-volt potentials can be established. The resultant electric field
leads to a focusing of ions. This focusing is strongest in an axially
symmetric geometry. Ions are deflected towards the axis at the body's
sheath edge and continue to experience the field as they move close to the
edge of the void. Near tlie axis, they encounter ions deflected from other
parts of the body. The convergence of ions leads to a region of enhanced
ion density and in the case of axial symmetry to an axial peak in density.
Some ions cross the axis while others are deflected by the positive
space-charge in a near-axial direction. This region is the mid-wake. Ions
repel each other in this region and further 'downstream', in the far-wake
region, the ion streams diverge. These features are seen in both
computational and ground-based experimental simulations [Ref. 23]. Figure
3 shows the results of a two-dimensional 'particle-in-cell' numerical
simulation of the wake of a charged disk [Ref. 36]. The features discussed
above are clearly visible. Figure 4 shows the results of an experimental
simulation with similar parameters [Ref. 22].

Detailed in-space measurements have yet to map fully such morphology,
but many features of Vakes were confirmed by measurements made around the
Shuttle by the Plasma Diagnostics Package, PDP, as a bay/arm-mounted
monitor on STS-3 [Ref. 25] and as a free-flying sub-satellite on Spacelab-2
[Refs. 49, 26]. This experiment performed the first in-situ measurements
of plasma wakes behind a large object (around 1 0 0 0 XD wide) in LEO. It had
the advantage of being capable of exploring the mid- and far-wake regions
out to around 240 m from the shuttle. Density depletions and the Orbiter's
Mach cone were clearly observed. Some evidence for the ion stream focusing
was also seen. Stone, et al. [Ref. 47] report that the observed filling
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Fig. 3: Two-dimensional numerical simulation of a plasma wake, made using
the PICCHARGE code [Ref. 36). Plasma is incident on a charged disk from
the right. This shows the Mach cone, the void region and ion focusing to
an axial peak.

of the Shuttle wake was consistent with the self-similar expansion
mentioned above. The PDP also measured enhanced electron temperatures in
the rarefied void region. Previous small satellites, such as Ariel 1
[Ref. 14], Explorer 31 [Ref. 39] and AE-C [Ref. 40] have observed the
near-wake void and other wake features in a variety of parameter regimes.
Features such as enhanced electron density and axial ion peaks were
reported. These observations have been summarized by Stone [Ref. 46] and
by Martin, et al. [Ref. 21].

Murphy and Katz [Ref. 27] used, the three-dimensional POLAR computer
code to compare shuttle measurements with numerical predictions of the wake
morphology. POLAR also uses a self-similar model for expansion into the
wake void. The agreement was generally good, but the work indicated the
importance of including the contaminant-generated plasma wiich is currently
missing from the POLAR model.

The major ion current to a body moving mesothermalfy is the ram ion
current. Incident ions can also be reflected and scattered, with energies
which can exceed the Critical Ionization Velocity- (CIV) of the ambient
neutral gas [Ref. 45].
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Fig. 4: Experimental observation of wake phenomena made in the NDRE
facility. Plasma is flowing from the lower right onto a disk. Upper part
shows the ion density void with no potential on the disk. Lo•cr shows
closing of void and axial peak due to -lOOxTe potential on disk.
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5. The Possibility of High-Level Charging in Polar Orbits

It has already been pointed out that high-level electrostatic charging,
which is often seen on high altitude orbits (close to geostationary orbit),

is difficult to induce in the cold dense low altitude ionosphere. The
exception to this is in the auroral regions where the geomagnetic field
lines connect with the plasma sheet of the geomagnetic tail. During
geomagnetic disturbances, electrons in this region are energized and
propagate along the field lines towards the poles where they are further
accelerated by B-field-aligned potentials [Cowley, these proceedings].
They reach the upper atmosphere, where their interactions give rise to the
aurorae. The reader is referred to the introductory description of auroral
processes given by Akasofu [Ref. 1].' The accelerated hot electrons, which
can have energies in the range 10-20 keV, therefore have ready access to
low altitude polar-orbiting spacecraft which frequently cross the auroral
oval. These hot electrons can cause high levels of surface charging. In
common with at high altitudes, in order to establish the level of the
charging, one must solve the current balance equation, which at equilibrium
is:

"T.+ Ji + JS. +JSi + J J = 0 (2)

where Je is the ambient electron current end includes both cold ionospheric

and precipitating energetic auroral electrons; J is the ion current which
is dominated by the motionally-induced ram current. We will discuss these
in more detail later.

Jse is the current of backscatter and secondary emission electrons
generated by incident electrons. Many materials have a yield of greater
than one for incident electrons of energies from below 1 keV to a few keV.
This leads to 'threshold energies' for spacecraft charging [Wrenn, these
proceedings] because a sufficient fraction of the incident electrons need
to have energies above a certain value before there is a net charging
current. Cold ambient electrons produce few secondary electrons. The
major effects arise with precipitating energetic electrons. True secondary
electrons (as distinct from backscattered electrons) have energies of only
a few eV. In the LEO regime this leads to Larmor gyration in the
geomagnetic field with radii of a few centimeters. If the field is nearly
perpendicular to the surface, electrons can escape. But if it is inclined,
electrons can be returned to the surface by the gyration, as illustrated
in Fig. 5 [Ref. 18] and their ability to prevent surface charging will be
impai-ed.

Jsi is the ion-induced emission of low-energy electrons. This will
be low for low-energy incident ions but may come into play when charged
surfaces accelerate ions. Again, magnetic field inhibition of tho enitted
electrons may occur.

Jv is the current of low-energy photoelectrons which result froua the
incident solar UV flux. This current density is of the order of 20 AA/m 2 .
Some photoemission may result from Earth albedo illumination.

JR is the conducted current to other parts of the spacecraft, when
there are potential differences.
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Fig. 5: The inhibition of low-evergy secondary emission caused by a
magnetic field [Ref. 181. Electrons can only escape if the angle between
B and the surface is sufficiently large.

In section 2 we said that the spacecraft motionally-induced ram
current was large. So at the heart of the polar charging question is
whether the electron current, Je, is sufficient to exceed the ion current,
Ji, and if it is; whether the charging time-scale is short compared with
the transit-time of a satellite through the oval (typically a minute or
so). This latter question depends on the satellite capacitance and on the
charging current. We summarize some of the major differences between
high-altitude and low-altitude charging processes in Table 1.

Table 1: Comparison of plasma characteristics at high and low altitude
which are important for spacecraft charging.

High Altitudes Low Altitudes

- densities are low (- 106 m-3) - densities are high (- 0" m-3)
- sheaths are large - no space-charge effects - sheaths are small - space-charge effects
- motional effects are negligible - motional effects important
- environment quasi-isotropic - environment strongly anisotropic
- storm-time temperatures high (T, - 10-20keV) - energetic auroral distributions (E, > 1OkeV)
- events last several minutes - passage through auroral arcs in seconds
- charging currents - 25sA/m2 - charging currents - 100;tA/m2
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The ion ram current (Ji - e ni Vb) is about 1 mA/mr2 (ni - 1012 m-3 )
under quiet conditions. During aurorae, the ambient density can be
depleted and ni can drop to below 109 m-3 yielding currents as low as
1 uA/M 2 . In a severe aurora, the electron charging current is about
100 pa/mr2 . The ambient (i.e., nonprecipitating) thermal electron current
can be comparable to or higher than this but because these electrons are
cold, any significant potentials developing will exclude them from the
problem. These and other parameters are summarized in the following table:

Table 2: Some illustrative plasma characteristics in the auroral zones.

Ambient ion temperature 0.1 eV
Arab. electron temperature 0.1 eV
Ambient plasma density 10" m` (quiet)

10' m-3 (disturbed)
Ram ion current, Ji I mA/m 2 (quiet)

1 MA/m 2 (disturbed)
Precipitating el. current, J, 100 MA/m 2 (disturbed)
Debye length, XD 1 cm
Larmor radius of cold el. 2 cm (cold); 4 m (hot)

In considering whether a satellite will charge, one must consider
changes to the sheath around it as potentials begin to build, and the
effect that this has on the collection of current. When the concern is
natural negative charging, we must ask if ion collection is enhanced by
sheath modification of the effective collection area to an extent
sufficient to offset the charging effects of precipitating electrons.
Parks and Katz [Ref. 311 (also Katz and Parks [Ref. 15]) developed a simple
model to demonstrate the possibility of high level charging in auroral
regions. Their model considered the ram ion current and the precipitating
auroral electron current as unidirectional currents onto a sphere. Apart
from this, their model was not geometrical. It did not, for example,
consider the wake generated by the body or differential charging caused by
electrons being incident on specific parts of the surface. Despite these
admitted shortcomings, the model was able to demonstrate the physical
mechanisms involved in the phenomenon. The model was based on
Langmuir-Blodgett theory of a sheath surrounding a large (R0 

4.1) spherical
'probe' at high (Ie#[ * KTe, KTi) potential. Parks and Katz indicate that
when the sphere is attracting and collecting ions, the effective collection
radius RE is given by an increasing function of potential:

R0 = f e, ,

R, Ke. R,)
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giving

RE Re, 2 o( e- 2r1A (3)

for RE/RO < 1.05, where R0 is the sphere radius and ei is an equivalent
isotropic temperature assigned to the mono-energetic streaming ram ions,
such that the currents entering the sheath in the two cases are equal.
This requirement yields:

ke• = n/4 Ej

where Ej is the equivalent streaming energy of the ram ions. The effective
radius Eq. (3) is clearly related to the Child-Langmuir sheath thickness
for high-voltage sheaths. [The reader will recall that the sheath
thickness is only represented by 1D in low-potential (linear)
circumstances.] The above variation in ion collecting area is clearly more
significant for small spacecraft. Collecting area is a function of body
potential, as mentioned previously.

Precipitating electrons are represented by Parks and Katz [Ref. 31]
by an equivalent Maxwellian distribution and the electron collection is
determined simply by the Boltzmann relation:

JT = J.o exp (e*K/T8 ) ,

where Je0 is the electron thermal current at the sheath edge. This current
is collecied over an area of •Ro", whereas the ion current is collected
over wRE . In reality, the electron distribution is strongly
non-Maxwellian, as will be shown in the next section.

Even allowing for secondary emission, the model shows that a large
spacecraft can reach high potentials in the precipitating electron
environment before ion collection can become sufficient to balance the
electron current. The results of Katz and Parks [Ref. 15] are shown in
Fig. 6, where the equilibrium potential of the sphere is shown as a
function of the ratio of net precipitating electron to net ram ion currents
for two sphere radii. The net currents include secondary emission terms.
Table 2 shows that ratios of 10 are easily achievable in the absence of
secondary emission. Since secondary emission for electrons typically falls
off above a few KeV for many materials, its influence is not great. Even
with precipitating-to-ram ratios as low as 2-3, potentials of the order of
a kilovolt are predicted for a 5 m sphere, as shown by Fig. 6. The
importance of the ratio of hot electron flux to total ion flux is further
emphasized in the review of Laframboise and Parker [Ref. 19] (albeit with
slightly different definitions).

The high auroral electron currents (JE) lead to correspondingly fast
charging rates:

dV/dt = JA/C - JER0/4eo - 106-10' V/sec
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Fig. 6: The results of the analysis of Katz and Parks [Ref. 15] showing
the potential reached by a spherical body as a function of the
precipitating electron to ram ion current ratio. This shows that kilovolt
levels are possible, especially for larger structures.

for absolute charging, and

dV/dt - J, d/e - 101d v/sec

for differential charging of a dielectric coating of thickness d meters.
For a 50 pm Kapton layer, this gives -500 V/sec. Crossing severe auroral
arcs can take several seconds, corresponding to an orbital arc of 10-100 km
[Ref. 12], allowing high level absolute and differential charging to be
established.

Note that the Parks and Katz model does not consider differential
charging between different parts of the satellite, nor explicitly
anisotropic effects which are very important. If one considers the wake
structures presented in section 3, it will be realized that surfaces or
bodies in the void region will be subject to low initial ion currents.
Precipitating electrons will cause high-level charging which will be
followed by ions being pulled into the void and onto charging surfaces.
Apart from being highly non-Maxwellian in energy distribution, the electron
incidence is highly anisotropic and will lead to large asymmetries.
Further complication results from the fact that negative potential regions
established in the wake represent a potential barrier, inhibiting
low-energy secondary emissions from surfaces. Polar charging is clearly
a highly complex phenomenon, ideally requiring explicit treatment of
anisotropy and geometry.

Katz, et al. [Ref. 16] and Rubin and Besse [Ref. 37] considered
analytically the charging of bodies (such as an astronaut performing EVA)
in the wake of the Shuttle Orbiter during an auroral event, considering
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ions pulled onto the body. They find that kilovolt charging levels are
attainable and also show that high charging currents are not required.
Work with the three-dimensional POLAR computer code [Ref. 6] also showed
EVA astronaut charging [Ref. 13], and significant differences between
astronaut and nearby shuttle potentials, a situation which is clearly
dangerous.

6. The Observation of High-Level Charging in Polar Orbits

The first direct observations of high-level charging in polar orbits were
made from the DMSP satellite [Ref. 12]. DMSP had an environment-monitoring
package which included electron and ion plasma instruments; measuring
fluxes of both species in the energy range 30 eV to 30 keV. The electron
sensor was able to monitor the occurrence of high-energy electrons during
auroral events. The sensors measured particle fluxes from the zenith
which, in the auroral oval, are nearly in the field-aligned (B) direction
(i.e., precipitating). DMSP also had a Langmuir probe and a retarding
potential ion analyzer (RPA) which monitored the ambient (i.e., cold)
plasma characteristics.

Figure 7 shows a spectrogram from the electron and ion sensors,
reproduced from Yeh and Gussenhoven (Ref. 52]. In these plots, the
horizontal axis represents time (UT), with tick-marks every minute, and the
vertical axis represents particle energy. The color-coding depicts
particle flux, as shown by the color scale. The upper panel shows the
time-evolution of electron fluxes. The spectrograms show the entry of the
satellite into the auroral oval shortly before 14000 UT. The electron
spectrogram between about 14000 and 14060 shows two events having typical
inverted-V spectrogram shapes. That is, the intense fluxes at high energy
which are 'beam-like' stand apart from the low-energy part of the spectrum;

the spectrogram shows them as a bright band at high energy. They evolve
in time such that the energy of the 'beam' increases to a maximum value and
then decreases again, producing an inverted-V signature [Ref. 8].
Coincident with these particular inverted-V events, the ion sensor saw
fluxes of accelerated ions as can be discerned on the lower panel by
pink-blue features. The first one is a brief burst of ions of energies up
to 500 eV and the second was longer-lived with energies up to 100 eV.
These are interpreted as ions which were initially cold but are accelerated
in the electric field of the spacecraft. Their energies indicate the

spacecraft potential with respect to the local plasma. Therefore, the
spacecraft is inferred to have charged to -500 V and -100 V respectively
during these two events. Many examples of charging of DMSP have been
observed and the published record is -700 V [Ref. 52] although -1400 V has
recently been reported [Ref. Rubin). These observations are not able to
say anything about differential charging on the satellite, but relate to
the absolute satellite charging level, or at least to the level at the
sensor.

Yeh and Gussenhoven [Ref. 52] have performed a statistical survey of
environments seen by the DMSP satellite and their relationships with
charging levels. Various models of the electron energy spectrum are given,
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Fig. 7: Spectrograms from DMSP electron and ion detectors, showing
inverted-V auroral electron structures (upper panel) accompanied by
accelerated ion features (lower panel) at 14000-14060 OUT which indicate
spacecraft charging [Ref. 52].

corresponding to different observed spectral shapes and reflecting the
origin of the electrons. These are shown in Fig. 8.

Type I has a 'warm' Maxwellian distribution up to a threshold
energy and a 'hot' Maxwellian above. The distributions are
unaccelerated, so that it is assumed that high-potential
structures aligned with the geomagnetic field B are absent. Since
the majority of the electron current in this type of spectrum is
carried in the low-energy portion, this shape is not usually
associated with high-level charging events. Severe examples of
this environment have a warm component of Te-5 kev and
corresponding densities of 6x10 7 m- 3 and 1.2x106 m-3 . The
transition to hot Maxwellian occurs at around 12 keV.
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Fig. 8: Shapes of the model electron energy spectra for auroral charging

events used in the analysis of Yeh and Gussenh.oven [Ref. 52]. Type 2 is
most commonly associated with charging events.

Type 2 has a constant flux at low-energy and an accelerated
Maxwellian above the acceleration energy. So this case represents

a situation where there is a significant acceleration of electrons

along B and relative depletion at low energies. This is termed

a modified inverted-V.

Type 3 is representative of a typical inverted-". Above a

high-energy peak threshold energy, it is an accelerated

Maxwellian. Below the threshold, two exponentials model a dip in

fluxes which occurs around about 5 keV. In high-level charging

cases, the peak threshold, which is also the acceleration energy.

is in the region of 16 ± 5 keV.

Yeh and Gussenhoven provide tables of fit parameters for each model

for low- and high-level charging. The highest proportion of charging

events occur with type 2. Over 40% of events with charging magnitudes Ž145

V have type 2 spectra. In these cases, the transition between low and

high-energy parts is at an electron energy of 17.5 ± 4.5 keV and the

Maxwellian (accelerated by this transition energy) has a temperature of 4

± 2 keV. The average total electron current for type 2 events is about 100

AA/m 2 , with some 35% being due to high-energy electrons. This contrasts
with only 5% for type 1.
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In reviewing previous work, Yeh and Gussenhoven indicate that the
directional distribution of type 2 spectra are likely to be U-shaped. That
is, the flux peaks in directions along and perpendicular to B, with a dip
in fluxes from intermediate directions.

It should also be added that DMSP was in darkness during charging
events, so that the photoemission current J. in Eq. (2) was zero, and that
the orientation of the satellite was such that secondary emitted electrons
could escape along B. Furthermore, data from the ambient plasma
instruments on DMSP show that the local plasma density becomes considerably
depleted during charging events. From the discussion in section 2 it will
be clear that this leads to reduced ion current but also to a considerably
increased Debye length. This can probably exceed a meter. Simultaneous
low energy ambient electron temperatures are not available, but close to
a charging event Burke et al. [Ref. 2] report ambient electron temperatures
of about 0.4 eV. Yeh and Gussenhoven demonstrate that there is indeed the
expected correlation between the charging level and the ratio of hot
electron to ram ion fluxes mentioned in the previous section.

Computationally, the regime tends somewhat towards that at high
altitudes, and the POLAR code, used for low altitude spacecraft-plasma
interaction simulation, has difficulty coping with the large sheaths
generated. Cooke, et al., [Ref. 7] suggest that the use of an
orbit-limited current collection model then becomes desirable.
Nevertheless, their work shows that the POLAR code successfully converges
with in-flight DMSP observations and, furthermore, shows that considerably
higher potentials can be expected on larger polar-orbiting spacecraft.

As far as mitigation of charging is concerned, one effective passive
way is to use high secondary emission materials, such as ITO, on thermal
blankets, provided that there is an escape path through the magnetic field.
Careful attention to grounding of surfaces is also important and should
prevent differential charging taking place and ensure that emissions from
one part of the satellite benefit the rest of the satellite.

7. Plasma Waves and Noise

The interaction of a supersonic body with a plasma inevitably leads to the
generation of various types of plasma waves. We will briefly review some
basic plasma wave modes but refer the reader to introductory plasma physics
texts such as Chen [Ret. 5] for details. The simplest and most fundamental
type of oscillation in a plasma is electron oscillation at the plasma
frequency, w.. In this case, electrons displaced from equilibrium respond
to the generated electric fields by oscillating at a frequency.

(p = (n e2 /eomM) 1/2

When electrons have a finite temperature, this oscillation propagates
in the form of an electron plasma wave:

p + 3/2 k 2
V,
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where ve is the electron thermal speed and k is the wave number. The
presence of a magnetic field leads to a hybrid oscillation which is a
combination of the plasma oscillation and the cyclotron gyration. The
resulting mode is called the upper hybrid oscillation:

2 2 1 2

where w. is the electron cyclotron frequency (-eB/me). Again propagation
requires finite electron temperature.

Ion waves occur at lower frequency, due to the large ion mass, and
are a common result of low altitude spacecraft-plasma interactions. The
most important electrostatic wave is the ion acoustic wave. Here, the ion
fluid experiences both pressure-gradient and electrostatic restoring
forces. Light electrons respond easily to the electrostatic field. The
result is a wave described by [Ref. 5]:

(02 =k2 (KT. + 3KTI)Im, (=k2v. for T=0).

With cold ions, the group velocity of this wave is the ion sound speed.
Again, we consider the effect of a magnetic field. If the wave

propagates almost exactly perpendicular to B, electrons can no longer
respond to the electric field in the same way - they must obey the full
equation of motion. The result [Ref. 51 is the lower hybrid resonance
frequency:

where Qc and wc are the ion and electron cyclotron frequencies

respectively. If the wave propagates partially in the direction of B,
electrons can move along the field-line in response to electric fields.
The electrostatic ion cyclotron wave then results:

(a 2 = U2 
2 V02

These are just some of the simplest plasma oscillations and wave
modes. Electromagnetic and hydromagnetic waves are also possible, a
particularly important one being the Alfven wave which propagates along B,
with a perturbation 6B i B. Propagation is at the Alfven speed:

v, = B/(nMipo) /2

Spacecraft moving supersonically through the ionosphere, severely
perturbing the ambient plasma and creating wakes, change the ambient plasma
distribution from approximately isotropic Maxwellian to one with regions
of local non-neutrality, counter-streaming populations, non-Maxwellian
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distributions and sharp density discontinuities. All of these features may
lead to wave activity. Plasma instabilities that can lead to wave
formation include the streaming instability where one plasma species passes
through another with a different velocity and the kinetic instability where
the plasma is not perfectly Maxwellian. Another source of wave activity,
ion pickup due to the charge-exchange ionization of neutral gas, is
associated with the immediate vicinity of some spacecraft, particularly
manned missions. The importance of such interactions is that they transfer
energy from one form to another, e.g., from the bulk kinetic energy of a
flowing plasma population into thermal energy. During this process energy
is also converted into electromagnetic interference which may be
problematic.

Bec#use the magnetic field is strong in low earth orbit, both ion and
electron wave activity is expected to be dependent on the strength and
orientation of the magnetic field. Coherent wave activity is expected
around the lower hybrid frequency if propagating perpendicularly to the
magnetic field and at the ion gyro-frequency if propagating at smaller
angles. Parallel to the magnetic field, oscillations at the electron
plasma frequency are expected. In practice, however, broadband turbulence
seems to be more common.

A number of in situ studies of spacecraft-plasma interactions have
been carried out by the Ariel I, Explorer 31, AE-C and Gemini-Agena 10
satellites as well as the Space Shuttle. Most recent data on waves in
spacecraft wakes come from the PDP Plasma Diagnostics Package [e.g.,
Ref. 28] in the wake of the Shuttle. On STS-3 in 1982 [Refs. 42, 43], the
PDP was activated as it lay in the payload bay, The VLF electric field
wave measurements showed broadband wave activity up to about 300 KHz in the
local plasma, with a peak between 300 and 500 Hz [Ref. 43]. It is
difficult to specify how much of the wave activity seen by satellites is
caused by the wake structure and how much by ion pick-up. When the Shuttle
turned so that the payload bay was in the wake, turbulence was strongly
reduced. Large increases in turbulence were seen during thruster firings.
A possible source of some of this turbulence lies in streams of ions
reported by Stone et al. [Ref. 48]. These were seen at large angles (up
to 50°) to the ram direction. During the same mission, the PDP was picked
up by the Shuttle arm. This lifted the PDP 10 m away from the Shuttle and,
according to Murphy, et al. [Ref. 25], the highest wave activity was at the
boundary of the void region. This apparent dependence of waves on wake
structure was not seen by Siskind, et al. [Ref. 451 who reported that wave
activity was strongest in the ram direction. Samir, et al. [Ref. 41] have
concluded from this that these waves were not a wake effect. Below the
lower hybrid frequency (eh), these waves appear to be mainly electrostatic
and unpolarized [Ref. 28]. Above oh, there was evidence of polarization
which increased at higher frequencies. In 1985 the shuttle Spacelab-2
flight carried the PDP again [Ref. 49] when it was allowed to fly free.
It explored the shuttle wake up to 250 m downstream of the orbiter. Wave
strength was highest at about twice the assumed ion plasma frequency
(wi,,-J(ne /e^.)). Wave activity was seen within the Mach cone of the
shuttle, extending at least 200 m downstream. However, strong turbulence
was confined to within 20 m of the spacecraft. Figure 9 shows how the

noise level (An/n) is low in the wake and enhanced at the wake
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Fig. 9: Low-frequency electrostatic noise level around the wake of the
Shuttle, showing enhancement at the wake edges. The wake is indicated by

the electron density drop-out in the Orbiter phase angle range 150l-210*
[Ref. 49].
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edge. Cairns and Gurnett [Ref. 3] show that the magnitude of some waves
below wh are controlled by the relative orientations of the magnetic field
and the velocity vector. They identify the low-frequency waves as
Doppler-shifted lower-hybrid waves driven by the pick-up of locally-ionized
contaminant water ions. They find no relation between these waves and the
wake or thruster firings. Fluctuations are, however, greatest when the
velocity vector and B are perpendicular.

Figure 10, from Murphy (Ref. 29], based on the work of Picket, et al.
[Ref. 331, shows the relation between the local contaminant environment and
the strength of the broadband electrostatic noise on Shuttle. It is clear
that emissions from thrusters and from the flash evaporator system give
rise to considerable increases in the noise level.

ELECTROSTATIC NOISE

102

FES

rI" 101

10-1RBTE ___________________________10-1

10-1 100 101 102

GAS EMISSION RATE (G/SEC)

Fig. 10: The relationship between broadband noise level and the emission
rate of gasses from the Shuttle [Ref. 29].

Singh (Ref. 44] reviewed the potential sources of electromagnetic
waves around the space station and showed that important sources due to the
station motion are likely to be Alfven waves, electromagnetic ion-cyclotron
waves, ion-acoustic waves and ion Bernstein waves. Wake-induced waves and
contaminant-ionization wave effects mentioned above are also expected to
be present around the space station.

We can conclude this section by saying that many more in-situ
measurements are necessary before a complete picture of the wave
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environment of a large spacecraft and its co-orbiting =ontaminant
environment can be presented.

8. Contaminant-Plasma-Interactions

Spacecraft carry a local contaminant environment with them in the form of
a steady outgassing from surfaces, or produce one through occasional
venting, thruster firing, etc. This is especially true on manned missions.
Shawhan, et al. [Ref. 42] report a pressure of 10-5 Torr in the Shuttle bay
at the start of the STS-3 mission. The ambient level of 10-7 was reached
after nearly 24 hours of subsequent outgassing. These emissions
considerably alter the plasma environment [Refs. 42, 33, 32].

The previous section has already indicated that one very important
effect of contamination is the production of plasma turbulence. In
addition, the contamination of surfaces is a concern for future sensitive
payloads, and this can be enhanced as a result of electrostatic
re-attraction of contaminant ions. If ions are re-attracted by high
voltage surfaces, surface damage can also result [Ref. 9]. Enhanced
contamination also increases the likelihood of discharge on elevated
voltage systems.

A number of possible processes exist whereby emitted contaminants can
be ionized. These include: photoionization from solar UV irradiation,
critical ionization velocity phenomena (CIV) where the relative motion of
a neutral gas through a plasma causes ionization, and charge-exchange
between the ambient plasma and the contaminant gases to form the local
pick-up ion environment. The latter mechanism is thought to be dominant.

Figure 11 [Ref. 29] shows schematically the environment around a body
in LEO. Ions which are generated in the body's frame of reference (i.e.,
moving at 8 km/s across B and through the ambient plasma) experience the
magnetic field and immediately execute Larmor gyration. One might expect
some charge separation, because of oppositely gyrating .electrons and ions
[Ref. 35]. This would create an equilibrium with zero Lorentz force
E + v x B, with the generated polarization electric field allowing an E x B
drift of ions in the original neutral molecule's direction of travel. In
fact, this field seems absent and ions are left behind on field lines,
gyrating about them and moving along the field line by virtue of their
v - B velocity component. In the vehicle frame, this corresponds to a
drift in the -v direction consistent with an E x B d,ift in the
motionally-induced electric field E + v x B. The resulting pick-up ion
wake is therefore perpendicular to B, as shown in Fig. 11.

Contaminant ions are predominantly H2 0+ (which has an ionization
potential of about 13.2 eV) created in the charge exchange reaction with
ambient O+:

H,0 + O" -HO- + 0

These ions have been observed on Shuttle flights with the PDP
mentioned previously and are described in detail by Grebowsky and Schaefer
[Ref. 11]. The H2 O+:O+ ratio is typically a few percent although, in the
absence of venting, the ratio falls as the orbiter outgasses over a week
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interest. Nevertheless, from an engineering perspective, contamination is
a nuisance and spacecraft-plasma-contaminant interactions need to be
properly understood and evaluated for future missions.
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9. Ground-Based Experimental Simulations

An important contribution to our understanding of spacecraft-plasma
interactions can come from carefully centrolled experiments in plasma
chambers on the ground. Some examples of such experiments are those
described by Stone [Ref. 46] Martin et al. [Ref. 23], Chan et al. [Ref. 4]
and Lebreton, et al. [Ref. 20]. Martin, et al. [Ref. 21] provide a review
of a number of facilities and experiments.

In performing experiments, it is clearly desirable to produce a
plasma with the characteristics which are as close as possible to those in
space. A streaming plasma with the appropriate stream speed (Mach number)
is needed. In addition, electron temperatures and plasma densities must
be chosen to produce a Debye length (Eq. 1) small compared to the chamber
size. If interactions with a medium-large body are being simulated, the
relative size of the body with respect to the Debye length (R/ID) needs to
be properly represented. When applying potentials to a body, the potential
normalized to the electron temperature (eV/KT.) is often adopted. An
important complication to ground-based experiments is the problem of cold
charge-exchange ions created in the chamber. These do not possess the
stream velocity and can partially fill any wake void structure or
contribute an undesired ion current to surfaces in charging experiments.
A further problem is that the streaming plasma from a source usually has
a divergence of the stream which is obviously absent in space and which
affects the morphology of any wakes. It is often difficult simultaneously
to simulate all the scaled parameters correctly. If source conditions are
altered to change one parameter, other parameters are usually also
modified.

Martin, et al. [Ref. 23] report on a coordinated series of controlled
experiments in two facilities, with low background pressures, and
representative plasma parameters. One chamber, at NDRE, also had the
capability of canceling or augmenting the Earth's magnetic field. These
experiments resulted in a reasonably good agreement between measured and
computed wake characteristics.

10. Conclusions

We have shown that various types of plasma interaction are possible in low
Earth orbit. Potentially the most troublesome interaction is that
resulting in high-level charging in the auroral zones. There is, however,
a shortage of in-flight data on high-level charging events which it would
be highly desirable to correct on future polar platforms. Other problems
arise from contaminant interactions, wave and turbulence phenomena (which
may produce EMI at problematic levels), and effects involving enhanced
voltage systems. There is therefore an engiineering justification for
continued study of these and related interactions - wake studies, for
example. Apart from the applied research needs, the plasma interactions
are of interest from a general plasma physical viewpoint, with numerous
novel interactions, as well as similarities with other interaction in
nature which we mentioned previously (comets, natural satellites, etc.).
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The subject should receive greater attention with the flight and
operation of the Space Station which is a very large body with enhanced
voltages, producing a significant contaminant environment. Efforts have
been made to define the requirements for monitoring the complex station
environment [Ref. 50]. In the interim, there are plans for further Shuttle
payloads, including the tethered satellite system (TSS), and possible US
and European Spacelab flights, and for free-flyer experiments such as on

the Japanese SFU [Ref. 17].
Progress on understanding the interactions will result from

coordinated efforts with numerical simulation, ground-based experiments and
in-space measurements and experiments. The most difficult to execute are
the space-based activities but these are undoubtedly the most crucial.
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POTENTIAL THREATS TO THE PERFORMANCE OF VACUUM-INSULATED HIGH-VOLTAGE
DEVICES IN A SPACE ENVIRONMENT
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Birmingham V4 7ET, U.K.

ABSTRACT. Most instabilities in a high voltage vacuum-insulated gap are
believed to stem from parasitic "cold-cathode" electron emission processes.
This paper reviews the fundamental surface studies that have established
the vital role played by micro-particulate contamination in promoting a
"non-metallic" field-induced mechanism that injects electrons into a vacuum
gap; it also discusses the technological procedures that can be adopted to
limit the problem. The review concludes with a consideration of the
specific factors that pose potential threats to the reliable operation of
high voltage devices in space.

1. Introduction

There are many devices and systems that rely for their operation on the
ability to support high electric fields, or voltages, between metal
electrodes in a vacuum environment. In practice, this requirement
frequently poses a serious technological problem, since such an
high-voltage (HV) gap is inherently liable to spontaneously "breakdown",
and suffer an irreversible catastrophic degradation in its performance.
To understand the physical origin of this phenomenon, it has first to be
appreciated that transient instaLilities (microdischarges), and breakdown
events, are both manifestations of a conducting path being established
between the electrodes of a vacuum-insulated HV gap. Thus, any physical
process that has the potential to generate a microplasma within such a gap
must be regarded as a threat to its operational stability.

As illustrated in Fig. 1, there are in principle two configurations
involving an HV vacuum gap; the first is where the space between the two
electrodes is entirely vacuim, and the second is a "mixed" situation where
the electrode gap is bridged by a solid insulator. Although these two
regimes are closely related, they are in fact controlled by different sets
of physical processes and, as a result, have been traditionally treated as
largely independent entities [Refs. 1, 2]. This review will ' Ilow this
custom and confine itself to a discussion of the "pure" vacuuir gap.
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Fig. 1: High-voltage electrode gap configurations: (a) a "pure" vacuum
gap and (b) a vacuum gap bridged by a solid insulator insertion.

From an historical perspective, it was traditionally assumed that the
insulation of high voltages by a vacuum gap is ultimately limited by two
types of electrode surface process which give rise respectively to the we]l
known 'electron emission' and 'microparticle induced' breakdown mechanisms
[Ref. 1]. Of these, the former has now assumed the greater importance, and
will be the central subject of the present paper. In contrast, the role
of microparticles in a HV gap has received less attention of late, and the
effects of their presence remain uncertain: in particular, it remains in
doubt as to whether they are responsible for the spontaneous creation of
emission sites when they attach themselves to electrode surfaces [Ref. 1].

For an assessment of the potential importance of the "ballistic" breakdown
mechanism associated with them, the reader is referred to the review of
Chatterton [Ref. 3].

With a growing need for higher and more reliable performances from
HV devices and systems, notably for space applications, the past decade has
seen a sustained effort to understand the physical basis of the
microscopically localized electron emission process that occurs randomly

on extended electrode surfaces in the typical field range of 10-20 KV/m.
In particular, there has been a considerable investment in the development
of a range of sophisticated analytical techniques dedicated to the study
of this highly specific and localized surface phenomenon [Ref. 4]. The
outcome of this programme has been a major advance in understanding,
whereby it is recognized that electrons are emitted by a complex
field-induced hot-electron emission (FIHEE) mechanism that is promoted by
the presence of particulate contamination n electrode surfaces. Not
surprisingly, this realization has led both to a major revision in
contemporary HV technological procedures, and a changed perspective
regarding future progress. The present paper will review the main
conclusions drawn from recent fundamental studies, and evaluate their
potential impact on contemporary space-orientated HV technology.

2. Pa.asitic "Cold Cathode" Emission

Hetal,.ic conductors, notably copper, are characterized by having a dense
gas (_1028 m-3 ) of "free" electrons within the bulk of the material that are
responsible for transporting electrical charge. Under the conditions
prevailing in most light and heavy current applications, such as electronic
circuitry and electrical machinery, these electrons are totally confined
within the material by the presence of a surface potential barrier, known
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as the work function of the metal. There are however other applications
in which metal surfaces have to withstand large surface electric fields
during the course of their operation. Examples of these would include the
HV electrode assemblies of particle accelerators, vacuum switches,
capacitors, transmission valves, travelling wave tubes, and electron
diodes. In all of these cases, it is essential that none of the "free"
electrons leak through the electrode surface to become truly free, since
in this state they are able to initiate a range of destructive interactions
that usually result in electrical breakdown.

For an ideal single-crystal planar electrode, such a leakage would
appear to be very unlikely, since the necessary conditions are not
satisfied for supporting the standard electron emission mechanisms that are
known to occur from ideal metal surfaces. Thus, there are normally no UV
photons available to promote photoelectric emission, the temperature is
normally far too low for there to be any significant thermionic emission,
and the surface field is normally well below the threshold value of
-3 x 109 V/m for metallic field emission to occur. However, as will be
explained in the following sections, the real world is far from ideal, and
it is possible for "local" conditions to occur on electrodes that promote
the cold-emission of electrons under anomously low-field conditions, and
the consequent risk of a breakdown (or flashover) of the high-voltage gap.
From a technological point of view, such events are frequently
catastrophic, since they result in an irreversible degradation in the
hold-off performance of the HV gap and the consequent malfunctioning of the
associated device or system. Thus, Fig. 2 illustrates the wide diversity
of major technologies where progress has been severely limited by this
process. For this reason, a long-standing high priority has been given to
the development of reliable technological procedures for suppressing the
occurrence of parasitic electron emission processes.

CONTROLLED •===-ELECTRONICFUSION B PTUBES ANDSYSTEMS ]DEVICES

Fig. 2: Major applications of high voltage technology.
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2.1. I-V CHARACTERISTIC OF AN HV CAP

If the current-voltage characteristic of a typical operational HV gap is
investigated, it will be found to have the general form illustrated
schematically in Fig. 3a. For a virgin electrode, there is a threshold
field in the range 5-15 MV/m associated with the initial "switch-on" of the
prebreakdown current, which subsequently exhibits a reversible and noisy
response with increasing field until the gap spontaneously breaks down at
fields in excess of 20 MV/m. If however the field is reversed before
breakdown occurs, the hysteresis effect shown dotted in Fig. 3a is
observed; i.e., where the current decays smoothly to zero, but over an
extended field range. The effect of pressure can be somewhat arbitrary,
but in general, an increase in pressure results in a lower switch-on field,
a higher current and associated noise levels, and a lower breakdown field.
In fact, at pressures in excess of _10-5 mbar, there have also been reports
of an "ignition" effect [Ref. 1], in which the current can switch between
two states with an associated hysteresis between them.

On subsequently cycling the field, the gap becomes progressively
"conditioned" such that switch-on events no longer occur, and the I-V
characteristic becomes approximately reversible. At this stage, it is
conventional to characterize the gap in terms of its Fowler-Nordheim (F-N)
plot as illustrated in Fig. 3b. Such plots are generally linear at low
fields, particularly under low pressure conditions, and have a slope that
is determined by the nature of the emission process. The reciprocal of the
slope is termed the 0-factor, which are typically found to be in the range
100-430.

BREAKDOWN
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Fig. 3: Illustrating the effect of pressure on (a) the d-c current-voltage
characteristic of a typical HV gap, and b) the corresponding F-N
representation of the characteristic.
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2.2. SPATIAL IMAGING OF "ELECTRON PIN-HOLES"

Although of practical significance, the above type of measurement provides
no information about the physical origin of prebreakdown currents, in
particular, their spatial distribution over the cathode surface. However,
this question can readily be answered by employing a "transparent anode"
technique. This instrumental facility, illustrated in Fig. 4, has proved
to be a simple but powerful means of studying both the spatial distribution
of emitted electrons from planar cathodes, and also, in conjunction with
video recording techniques, the temporal evolution of a population of such
sites (Refs. 5, 6]. The anode consists of an optically flat glass disc
whose surface has been made conducting by the use of a standard tin-oxide
coating procedure.

As an illustration of the application of this technique, Figs. 5a and
5b present pairs of simulated time-lapse images that are typically obtained
from electrodes under low and high pressure conditions respectively, and
at gap currents of several microamps and applied fields in excess of
10 MV/m. From these, it will be seen that in all cases the emission comes
from randomly located point emissions centres, i.e., electron "pin-holes",
and that the density of these pin-holes increases with increasing pressure.
It will also be seen that the spatial distribution of these sites is very
much more stable at lower pressures. At higher pressures, sites tend to
switch on an' off randomly with time, which is one of the processes that
accounts for the higher noise level in the gap current under these
conditions.

Referring to the pair of images of Fig. 5c, the technique may also
be used to study the breakdown event. These show how the initiating arc
is spatially centred on one of the prebreakduwn emission sites; i.e.,
supporting the long-held belief that a breakdown event is initiated by the
prebreakdown electron emission process. From this pair of time-lapsed
images, it will be seen how a breakdown event can frequently result in the
creation of a great many additional new sites which, in practical terms,
can often correspond to a catastrophic degrading of the insulating
performance of an HV gap. As with the increased frequency of the switching

-EHT +

R

Fig. 4: An illustration of the transparent anode technique for displaying
the spatial distribution of "electron pin-holes" on broad-area electrodes.
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Fig. 5: Schematic representations of pairs of time-lapse images obtained

from the transparent-anode images technique. These show in a) and b) how
the spatial stability of populations of emission sites are influenced by
pressure, and in c) how breakdown events are typically centred on existing
emission sites.

phenomenon, the probability of any emission site precipitating a
microdischarge or breakdown even also increases with pressure. It should
however be noted that both Cox [Ref. 7] and Hurley (Ref. 8] identified at
least two types of site: namely, those that become unstable with
increasing emission current and initiate breakdown events (type A), and
those that remain stable with increasing field (type B).

The versatility of the transparent anode technique can be further
illustrated by reference to an important study in which it was used to
investigate the initiation of arcs in high pressure SF 6 at fields in excess
of 10 KV/m [Ref. 5]. Thus, by first recording the vacuum emission sites
of a test cathode, and then recording the first arc when the chamber had
been subsequently filled with SF6 gas at a pressure of 10 bar, it was
possible to establish a spatial correlation between the location of the arc
and one of the vacuum emission sites. Although the statistical sample of
such data was relatively limited, the findings wsre sufficiently consistent
to warrant further investigation to confirm whether the performance of
vacuum and HP gaps are controlled by the same basic physical process.

2.3. MICROTOPOGRAPHY OF "ELECTRON PIN-HOLES"

For the in situ study of individual sites, it is necessary to employ some
form of scanning probe technique to firstly locate individual emission
sites, and then to position the chosen site for subsequent analysis. The
pioneering system of Cox [Ref. 9] employed an anode probe hole technique.
However, a more convenient approach is to use an arrangement consisting of
an anode probe in the form of an electrolytically etched tungsten microtip.
in conjunction with the goniometer specimen stage of a scanning electron
microscope (SEM). Thus, by using the tip as a scanning field probe, it is
possible to isolate an emission site on the axis of the SEM and hence image
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its topography. At the same time, an auxiliary X-ray or Auger facility can
be used to provide information about its material composition.

It was this type of analytical system, illustrated schematically in
Fig. 6, that was first used by Athwal and Latham [Ref. 10] to routinely
record images which showed that electron pin-holes are invariably
associated with the presence of electrically insulated particulate
contamination on the electrode surface; i.e., rather than metallic
whiskers, as had traditionally been thought. It was also found that only
about I in 106 - 108 particles on an electrode surface actually give rise
to emission sites in the field r inge 10-20 MV/m. Subsequently, this type
of analytical system was greatly improved by Niedermann, et al [Ref. II]
to allow the possibility of a comprehensive Auger study of the material
composition of a large sample of emitting structures under controlled UHV
conditions. This investigation revealed the technologically important
information that "active" particles can have a wide range of element
composition, with carbon being the most predominant and typically
accounting for over 20% of all emitters.

2.4. EMISSION CHARACTERISTICS OF "ELECTRON PIN-HOLES"

In order to gain a physical insight into the nature of the mechanism
responsible for prebreakdown emission sites, the automated electron
spectrometer facility illustrated in Fig. 7 a has been progressively
established by Latham and co-workers. As described elsewhere [Refs. 1, 4,
12, 13], this instrument employs a plane-parallel electrode gap that is
interfaced with the spectrometer by means ofa small .anode probe hole and
a beam-forming electrostatic lens system. The facility is capable of
generating a "site map" of a test cathode, i.e., similar to that

Micro-

Anode

(b)

Fig. 6: A schematic illustration of the micropoint anode technique for a)
mapping the positions of emission sites, and b) analyzing their
topographical and material nature.
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Fig. 7: (a) The electron spectrometer facility, and (b) the major types
of information obtained from spectroscopic studies of individual emission
processes.

shown in Fig. 5, and then recording the electron energy spectrum of any
chosen site, referenced with respect to the Fermi level (FL) of the bulk
cathode. A further capability of this system is to record an
energy-selective emission image of the site, together with
spatially-resolved measurements of the associated energy spectrum of the
emitted electrons [Ref. 14]. More recently, this facility has been
significantly upgraded to include a computer-controlled data acquisition
and processing capability, and a vacuum-interlocked pre-chamber specimen
treatment facility.

The key findings to emerge from this study are illustrated in frames
(i) to (iv) of Fig. 7b and can be summarized as follows:

(i) The typical projection emission-image of' • articulate emission
site consists of a group of diffuse spots, where the individual sub-sites
switch on and off randomly with time with a mean frequency that increases
with pressure, e.g., -1 Hz at a 10-8 mbar, and a - 10 Hz at -10-6 mbar.

(ii) Each sub-site has its own single-peak spectrum with a broad
halfwidth (FWHM) and a characteristic low-current shift S from the FL,
where both of these parameters increase nonlinearly with increasing
emission current [Ref. 12]; for reference, the type of spectrum obtained
from a metallic emitter is shown with its high-energy slope situated on the
FL.

(iii) and (iv) The emission spectra are strongly stimulated under
constant-gain conditions by both temperature and external uv illumination;
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significantly, a temperature increase results in a shift of the spectrum
towards the FL, whilst UV irradiation gives no observable shift.

All of these findings point to a "non-metallic" emission mechanism;
i.e., quite distinct from that assumed in the traditional Fowler-Nordheim
metallic whisker model for explaining prebreakdown electron emission
[Ref. 1].

A further important finding is that carbon sites, notably graphite
flakes (Ref. 15], give rise to a characteristic type of single or multiple
segmental emission image. This emission regime has been studied using an
energy-selective imaging capability [Ref. 14] that is built into the
integrated analytical facility of Fig. 7a. With this system, it is
possible to obtain the type of data shown in Fig. 8, where frame (4) was
recorded under "open window" conditions using all the electrons forming the
emission spectrum, frame (ii) using only chose electrons forming the
high-energy slope of the spectrum, and frame (iii) using the electrons
forming the low-energy tail of the spectrum. This sequence of images
clearly demonstrates t.,at the emission mechanism gives rise to significant
spatial variations across individual segments in the energies of the
emitted electrons, and has been interpreted in terms of a model involving
the coherent scattering of electrons [Ref. 14].

6-23 B823

E -7'70 83 90 (V)

- Energy decneasfng
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0 t8 0 (eV)
Ef 773

---- Energy dcreasng
: Energy decreasng

.f 6%. 773 - O-SPJIOV

Fig. 8: A segmental emission image recorded by an energy-selective imaging
technique to reveal the spatial distribution of electron energies.
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2.5. THE ELECTRON EMISSION MECHANISM

On the basis of the findings described in the previous section, two
possible models of the emission mechanism have been proposed, with both
involving an insulating medium [Refs. 12-14]. The first, the
metal-insulator-vacuum (MIV) model, is depicted in Fig. 9a, and represents
either an insulating layer or particle I, in intimate contact with a metal
electrode M; i.e., corresponding to the experimental situation shown
schematically in Fig. 6, or the dielectric coating data to be discussed in
"a following section. This MIV regime is assumed to emit electrons through
"a dielectric switching process, in which a conducting channel is
electro-formed within the insulating medium. According to this model,
electrons are "heated" through several eV and emitted quasi thermionically
over the surface potential barrier. The second emission model is depicted
in Fig. 9b, and involves a field enhancing "antenna" effect [Ref. 16].
Here it is assumed that a particle or flake (e.g., graphite), which is
attached to an electrode surface via a blocking electrical contact, will
probe the electric potential distribution at its highest point above the
electrode, and hence establish a greatly enhanced electric field across the
contact junction. Thus, the necessary conditions are created for the
initiation of the dielectric switching process discussed above, with
electrons being injected into the vacuum through the M-I-M contact junction
(Ref. 14]. By assuming that the emitted electrons are coherently scattered
at the flake edge, this model has also been able to provide a qualitative
explanation of the segmental emission images shown in Fig. 8.

A quantitative analysis of the MIV model [Ref. 121, based on the band
diagram representations of Fig. 10, has shown that it provides a
satisfactory explanation for the initial switch-on of sites, the linear and
non-linear regions of the typical F-N plot of a gap (or site)
characteristic, and the detailed field dependent electron spectral data

(a) I

(b)I"-

Fig. 9: A schematic representation of emission regimes proposed for (a)
the MIV model and (b) the MIMV model.
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Fig. 10: A detailed band diagram representation of the MIV emission model.

(i.e., shape, half-width and shift). As an example of the predictions of
this model, an analysis of emission site data [Ref. 12] reveals a sharp
transition between the contact- to bulk-limited conduction regions of the
I-V characteristic: indeed, it is this transition that is believed to be
responsible for the high-field non-linearities of F-N plots depicted in
Fig. 3.

In an alternative theoretical treatment of this type of model, based
on the presence of low-density absorbates on an electron surface,
Halbritter [Ref. 17] considers the role of hot-electrons in creating
internal, self-quenched current avalanches through impact ionization
processes. The most significant prediction of this "dynamic" model, as yet
not verified experimentally, is that the emitted current will be pulsed
with a frequency in the GHz range.

3. Influence of Electrode Processing Procedures

As stated at the outset of this review, the ultimate objective of the
fundamental research programmes described above is to provide informed
technological advice as to how the insulating capability of
vacuum-insulated HV electrodes can be improved. Accordingly, there have
been a number of parallel "technical" investigations that have investigated
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how the basic emission mechanism responds to standard electrode processing
procedures.

3.1. GAS CONDITIONING

Apart from the adverse effects of running a gap at an elevated pressure,
namely an increase in the incidence of microdischarges and the potential
risk of breakdown events, there can also be a beneficial effect, as
manifested by the well known and widely used Gas Conditioning process. As
illustrated in Fig. 11, this technique involves running a device at a
progressively higher field in a helium atmosphere at currents of a few
microamps and a pressure of -10-5 mbar, and allowing the emission currents
to quench to their asymptotic limit at each stage, until the final
operating field of the device is achieved. The gas normally used for this
process is helium, and the phenomenoli has been traditionally interpreted
in terms of the blunting of metallic emitters by the sputtering action of
high-energy gas ions [Ref. 1].

However, with the emergence of new experimental evidence which
questioned the validity of the F-N "metallic" whisker model, it was
necessary to reconsider the sputtering interpretation of the gas
conditioning phenomenon. In addition, there was no satisfactory
explanation of why helium is more effective than other gases. To clarify
some of these issues, a detailed investigation has recently been undertaken
to determine how both the gas species and temperature influence the
conditioning process [Ref. 6].
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Fig. 11: The general properties of the Gas Conditioning phenomenon,
highlighting in a) the "Temperature" effect, and in b) and c) the "Voltage"
effect.
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The first important finding to emerge from this study is that all of
the gases studied do in fact exhibit a positive conditioning effect.
However, as illustrated in Figs. llb and llc, there is a built in "Voltage
Effect", whereby each gas species has a characteristic voltage range over
which it is effective as a conditioning gas. From a technological
standpoint, this finding indicates that the optimum conditioning procedure
for a device might well involve a change of gas as the voltage is
progressively raised. The second important finding concerns the permanency
of the conditioning, since recent studies have also shown [Ref. 6] that the

process can be significantly reversed by low-temperature thermal cycling
in the range 200-300C: indeed, as indicated in Fig. lla, up to 80% of the
original current can be retrieved by such a procedure. Furthermore, the
dotted lines on this figure illustrate how the effectiveness of the process
falls off with increasing electrode temperature. Thus, it is important
that gas conditioning is the final treatment process of electrodes, and
that the procedure is not used where a device is required to tolerate
temperature fluctuations in excess of 100C. A concluding observation on
these findings, is that the well known "Current" conditioning technique
[Ref. 1] could also be a manifestation of the Voltage effect, whereby the
various residual gases progressively have a conditioning effect as the gap
voltage is gradually raised.

As to the physical origin of gas conditioning, the dielectric channel
model of Figs. 9 and 10 has been shown to provide an "electronic"
explanation for the "reversible" Dature of the process [Ref. 6]. Thus,
referring to Fig. 12, it is assumedthat high-energy gas ions are implanted
into an emitting channel to create electron traps in the sensitive
interface region. It follows therefore that different gas ions will
penetrate different distances for a given gap voltage (i.e., the "Voltage"
effect), whilst the traps thus formed may be emptied and annealed through
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Fig. 12: A schematic representation of the "electronic" explanation for
the Cas Conditioning effects.
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temperature-enhanced diffusion processes (i.e., the "Temperature" effect).
However, it must also be noted that recent studies have shown that there
are special electrode conditions where the traditional sputtering mechanism
operates [Ref. 18].

3.2. TEMPERATURE CYCLING

As indicated in Fig. 13, the emissivity of a cathode shows a marked
increase with its bulk temperature [Ref. 19]. This effect arises from two
physical processes: firstly, there is an increase in current from each
individual site, and secondly, there is an increase in the total number of
emission sites. Recently, the anode probe technique illustrated in Fig. 6
has been used by Niedermann, et al.. [Ref. 11] to investigate7 the effect of
electron bombardment heating on populations of emission sites on niobium
electrodes. Thus referring to Fig. 13b, it will be seen that the
progressive heating to temperatures up to 750 C results in the stimulation
of new emission sites, but that as the temperature climbs to values in
excess of 1200 C, all emission sites are generally suppressed.

However, if this same cathode is subsequently recycled through a
lower temperature excursion of say only 850 C, it is found that a new
generation of sites are formed [Ref. 11]. Furthermore, these new sites are
all likely to have a similar material composition (sulphur in the case of
Nb electrodes), having been formed by the diffusion of impurity material
along the grain boundaries to the electrode surface. To remove these "2nd
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Fig. 13: The influence of electrode heating on (a) the prebreakdown
emission current and (b) the emission site density.



LATHAM 481

Generation" sites, it is again necessary to raise the electrode temperature
to values in excess of 1200 C.

In a more recent study [Ref. 19] illustrated in Fig. 14a, a laser
probe has been used to investigate the effect on the emission process of
heating only the surface region of an electrode: in particular, to
determine whether the above effects can be simulated with this technique.
Early findings presented in the plot of Fig. 14b indicate that there is a
threshold dosing above which the process gives rise to a marked
"conditioning" effect. Typically, there is a halving of the p-factor of
the electrode, and a reduction in the total number of emission sites at a
given field level.

3.3 ELECTRODE COATING

Another apparently attractive approach to eliminating electron pin-holes
is to "bury" or "cover" them with a thin over-layer of suitable material
[Ref. I]. Early attempts using evaporated metal films proved unsuccessful
due to adhesion problems between the film and electrode under high field
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Fig. 14a: (a) The scanning laser probe facility, and (b) a schematic
illustration of how the rate of the "after" to "before" p-values of an
electrode vary with the laser beam energy flux.
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stress conditions; in contrast, attempts at using insulating or
semiconducting films have been more successful in this respect, and have
given rise to some interesting findings.

Surface Oxidation. The most numerous reports on the use of this
process describe how various anodizing techniques can be used to suppress
prebreakdown emission and result in an improved voltage hold-off
performance of electrodes. The electrode materials most widely used in
this context are aluminium (Ref. 20] and niobium [Ref. 21], since their
oxides-have high electrical resistivities, and hence give rise to a strong
insulating barrier at the electrode surface. In contrast, there have also
been studies of how individual emission processes are influenced by
naturally grown semiconducting oxides. In the case of copper [Ref. 22],
it has been shown that, whilst a thick (50nm) air-grown oxide layer has
only a relatively minimal influence on the emission site population, it
does have a significant influence on the Fowler-Nordheim plot of the I-V
characteristic through an accentuation of the high-field non-linearity
effect shown in Fig. 3. Also, the presence of such an oxide overlayer has
a dramatic influence on the field-dependence of the electron spectral
response; i.e., in particular, it gives rise to a marked enhancement of the
"shift effect" (illustrated in Fig. 7b) as a result of additional
energy-lossy scattering processes in the oxide layer. From the
technological perspective, these finding indicate that this type of
oxidation cannot be considered as a satisfactory process for "burying"
unwanted emission sites.

Dielectric Films. Whilst the coating of electrodes with certain
materials, such as Glyptol, has been shown to be effective in suppressing
emission, the technique has not been generally adopted as a routine
procedure because of its long-term unreliability. Thus, whilst such a film
may be initially effective in suppressing emission, there is a serious risk
of it subsequently being irreversibly ruptured by the occurrence of an
explosive switch-on event. Another potential disadvantage of this
procedure is to be found in two recent studies which were deliberately
set-up to investigate the emission properties of planar [Ref. 23] and
micropoint (Ref. 24] metal-insulator cathode structures. In both cases,
the dielectric film led to an order-of-magnitude enhancement in the
emission over that obtained with an uncoated metallic cathode at similar
field levels. With planar electrodes, the increase in emission current was
shown to be a consequence of the switching on of many more emission sites.

Experiments have also been conducted in which electrodes have been
coated with a dielectric film that is loaded with a suspension of
micron-sized particles [Ref. 25]. These studies showed that such a
procedure dramatically enhances the emissivity of electrodes, whereby the
switch-on fields of sites can be lowered by nearly an order of magnitude.
One important practical implication that follows from this finding is that
great care should be taken to ensure that the insulating coatings on
high-voltage transformer windings and other components should be free of
suspended material.
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4. Technological Implications

The single most important conclusion to emerge from the findings outlined
in this paper is that, if optimal electrode performances are to be
achieved, there is an over-riding need to eliminate particulate
contamination from electrode assemblies. It is therefore crucially
important to revise the standards relating to the purity of electrode
materials, and the electrode manufacture and assembly procedures. In
certain "active" applications, such as with particle beam and electron beam
diode systems, special precautions may be necessary to protect high-field
regions from "internally generated" particulate contamination. By
committing the necessary investment, and systematically following this more
enlightened approach, it is possible to achieve dramatically improved
performances. In this context, special reference will be made in the
following section to the experience of the RF superconducting cavity
community.

4.1. PREPARATION, ASSEMBLY AND COMMISSIONING OF ELECTRODES

Although there will be an optimal sequence of procedures for each
particular application, it is possible to identify a number of general
considerations that would apply in all cases. Thus, attention must firstly
be paid to the quality of the base electrode material. Secondly, it is
necessary to develop an electrode surface preparation procedure that not
only removes existing contamination, but also produces an electrode surface
with an acceptable microtopography. Thirdly, an electrode must be rinsed,
dried and assembled under "clean room" conditions. Lastly, electrodes have
to be 'conditioned' before they can be relied upon to operate according to
their specifications.

Electrode Material. The choice of this parameter is clearly
fundamental, and will invariably be dictated by the particular application
being considered. However, there will usually be some flexibility in the
choice of the quality of the material. Thus, it is of key importance to
establish the elemental nature of the dominant bulk impurities, and whether
for example they segregate out along grain boundaries in particulate form.
If this is the case, such as happens with carbon in may refractory metals,
it has to be recognized that some of these same contaminants will
inevitably "appear" in the surface of an electrode and present a potential
hazard to its reliable operation. The practical implication of this
observation is that it may be necessary to refine the bulk metal
manufacturing process, such as was done in the case of the niobium used for
RF superconducting cavities [Ref. 26).

Electrode Polishing. Historically, it was conventional to prepare
electrodes by some form of mechanical polishing process. However, it is
now widely accepted that such a procedure will degrade an electrode surface
through the impregnation of contaminant particles from the polishing
medium. Accordingly, electrodes are nowadays routinely prepared by using
either a "chemical" or "electro-chemical" polishing process: the choice
between these two approaches being determined by the constraints of the
particular application. In the case of Nb cavities for example, it has
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been found preferable to use a chemical polishing technique [Ref. 27].
This finding highlights the fact that the performance of an electrode is
not necessarily related to the "smoothness" of its surface microtopography.
Thus, although electro-polishing produces a smoother Nb surface, a chemical
polishing procedure generally results in a more reliable operational
surface. It is also essential to recognize that both polishing processes
can give rise to "self-contamination", and that consequently it is
necessary to build in filtration procedures for removing suspended
particulate material from both the gas and liquid media [Ref. 28].

Electrode Assembly. Following the polishing process, and prior to
assembly, it is necessary to subject an electrode to a sequence of
ultrasonic cleaning and rinsing procedures. These would generally start
with a de-greasing agent such as methanol, acetone or
trichloro-triflouro-ethelene, and conclude with a de-ionized water rinse.
It is also important to ensure that great care is taken in choosing the
quality of all agents, and particularly to ensure that all organic material
is removed from the final DI-water rinse. In addition, it is crucial for
the whole of this operation, together with the subsequent assembly
procedure, to be conducted under conditions of clean lamina flow. For more
detailed information, the reader is referred to the literature on this very
specialized technology [Ref. 27, 28].

In Situ Processing. Having taken the above precautions, there will
frequently remain some remnant prebreakdown current from such
'as-assembled' electrodes. To deal with this potential threat to their
operational stability, there are two widely used in situ procedures that
have been shown to be very effective in passifying the residual emission
sites responsible for this current. These are High Temperature Annealing
and Gas Conditioning, and are based on the studies described above in
Sections 3.1 and 3.2 where their detailed practical implementation, e.g.,
mode of heating and the choice of gas species, will depend upon the
particular device application (see for example the following section).
There is also a third in situ procedure, known as "spark knocking", that
is used in certain situations to condition electrodes [Ref. 1]. However,
this technique tends to be drastic and unpredictable, and results in
considerable topographical damage to the electrode surface; accordingly
there are limits to the range of its applications.

4.2. ENHANCEMENT OF ELECTRODE PERFORMANCE

A very good example of the technological benefits that can be derived from
following the above procedures is the up-grading in the performance of
superconducting RF cavities that has been achieved over the past ten-year
period. These devices are widely used in particle accelerating and storage
systems, and have the general shape shown in Fig. 15a. In the past, they
have conventionally been made from copper; however, with the growing
demands from nuclear physicists for ever higher particle energies, there
has recently been a major effort to enhance their performance by operating
them under superconducting conditions with higher accelerating field
gradients. To achie-'e this objective, it has been necessary to invest an
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enormous technological effort to suppress the onset of field emission,
which would otherwise catastrophically degrade their performance.

To illustrate the level of achievement attained with this type of
cavity, the reader is first referred to Fig. 15a which shows the
trajectories that would be followed by electrons field emitted from the
high-field region near the neck of the cavity. It follows from this that
the bigger the area of this region, the greater will be the potential
incidence of emission sites: it is therefore not surprising that smaller
high-frequency cavities have generally achieved higher operating fields
than the larger low-frequency cavities. *As seen from Fig. 15b, performance
levels have typically more than doubled with low-frequency cavities over
the past decade, but have approached an order-of-magnitude improvement with
the high frequency cavities [Ref. 29]. To illustrate how the various
sequences of treatment procedures contribute to the final performance, Fig.
15c summarizes the collated data obtained from an extended series of tests
on 1.5 GHz cavities at Cornell University [Ref. 29]. From this data, it
will be seen that, in broad terms, a cavity that has been subjected to a
final heat-treatment will exhibit an 80% improvement in performance over
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Fig. 15: Illustrating how the performance of superconducting RF cavities
has been improved over the past ten-year period as a result of a newly
developed sequence of electrode treatment procedures. a) The basic cavity
geometry, showing the trajectories of parasitically emitted electrons, b)
the improvement in performance, and c) the relative contributions of the
individual procedures.
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one that has only been chemically processed, and that subsequent He
processing results in a further 20% improvement. In fact, peak operating
fields in the region of 60 MV/m are now routinely obtained. However, even
after this sequence of treatments, there always remain a few persistent
emission sites, and it is essential for the future development of RF cavity
technology that a method is found for suppressing this residual emission.

5. Future Goals

5.1. GENERAL CONSIDERATIONS

Although the above performance data represent a major technological
breakthrough, it has also to be pointed out that, not only are the
procedures expensive, but that the high temperatures involved limit their
range of applications. In addition, there is a general need to evaluate
the effectiveness of this technology in other device applications and, in
particular, to confirm whether or not there is a corresponding improvement
in the actual breakdown performance of passive electrode applications.
More generally, however, there remains an on-going need for developing an
alternative technological approach to electrode processing; in fact, the
ideal would be for one that is less expensive, and is conducted under near
ambient temperatures. For this to be possible, it will be necessary to
conduct further fundamental studies aimed at obtaining a better physical
understanding of the underlying non-metallic electron emission mechanism,
and hence how best to suppress it.

Another important long-term objective must be the development of
analytical techniques capable of studying the microscopically localized
electron emission processes that occur on broad-area electrodes under
fast-rise, pulsed-field conditions. At present, it is not known for
example how the d-c MIV and MIM mechanisms discussed in this paper respond
to fast-changing fields, or indeed if there are other mechanisms that
operate under this type of regime. There is also an urgent need to
establish whecher a "pure" vacuum gap, and one that is bridged by a solid
insulator, share a common breakdown/flashover triggering process; i.e. , is
triple junction electron emission the same "animal" as that discussed
throughout this paper?

5.2 SPACE-SPECIFIC CONSIDERATIONS

In the case of future generations of HV devices that will have to operate
reliably over a long periods of time in the harsh space enviror'ient, there
are an additional set of developmental challenges that have to be added to
the "base-line" requirements discussed above. In particular, devices must
be able to cope with the effects of solar and cosmic radiation, atomic
oxygen, micrometeorite damage, varying electric and magnetic fields, and
low-density plasma conditions. As a first step towards reducing the
problem to manageable proportions, it would seem inevitable that such HV
devices will have to be "encapsulated", rather than "nude", and
electromagnetically shielded. However, even with these precautions,
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electrodes will still have to remain stable under the effects of repeated
thermal cycling and residual ionizing radiation. Accordingly, future
fundamental research programmes must address these issues, and include
studies that simulate the space environment.
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SURFACE CHARGING OF SPACECRAFT IN GEOSYNCHRONOUS ORBIT

GORDON L. WRENN and ANDREW J. SIMS
Defence Research Agency, Space Sector
RAE Farnborough,
Hants GU14 6TD, UK

A new satellite is placed into geostationary orbit and successfully
commissioned (geosynchronous - orbital period of 24 hours, while
geostationary additionally requires the orbit to be circular with 0O

inclination). All goes well for a month or so but then the mission
controllers are confronted by a number of abnormal situations which are
generally classified as 'Operational Anomalies'. For example, on-board
systems suddenly change state (maybe turn ON or OFF), housekeeping
telemetry channels exhibit out-of-limit values for no obvious reason,
attitude control systems and instruments with stepping sequences misbehave.

QUESTION: Do these problems result from surface charging?

It is helpful to classify the various anomalies that have been encountered,
using three levels of severity, based upon mission impact and recovery
management; typical examples are noted:

Level 1: Annoying (wrong status indication, logic upset)
No performance outage; rectify by ground command intervention.

e.g. Power Bus under-voltage flag set [MARECS]
Battery charge switched ON [METEOSAT]

Level 2: Critical (phantom command, spurious mode switching)
Performance outage; contingency procedure effects recovery.

e.g. Camera 'Spin-Scan' start (GOES]

Radiometer N-S scan stop or jump [METEOSAT]
Emergency Sun Re-acquisition triggered [MARECS]
Antenna Platform Spin-Up initiated [ANIK]

Level 3: Serious (part failure, system shutdown, unknown)
Permanent degradation or mission fatality; blame 'Act of God'.

e.g. Power Surge [DSCS]
Component Failure (GOES]

It is difficult to be sure of the numbers involved, since only a

fraction have been reported, but our guess is that over the last twenty
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years you can think in terms of order 10 for Level 1, 102 - 10 3 for Level
2, and 101 for Level 3.

Since it is usually easier to ask questions than to answer them, let
us proceed via a score of subsidiaries.

Q 1: What are the possible reasons for the anomalies?

The following list includes the most common suspects:-

* Telemetry Glitch
* Mission Control Problem
* Part or System Fatigue (Surface Aging)
* Thermal Strain
* Radio Frequency Interference
* Electromagnetic Pulse
* Single Event Upset
* ELECTROSTATIC DISCHARGE
* Impact Damage (Micrometeoroid, Space Debris)
* Something Else

Spacecraft engineers have been all too ready to assign the blame for
their problems to effects of the environment, rather than any deficiency
of their design. In reality, the items at the top of the list are much
more likely, and certainly should be eliminated before the latter
candidates are considered seriously.

Q 2: Why should we target Electrostatic Discharge?

Although there is no direct proof that a single operational anomaly has
been caused by ESD, there is very strong circumstantial evidence.

This is based upon three observations:-

Mi) In 1972 Sherman DeForest published a paper [Ref. 1] in which
he showed that a geosynchronous spacecraft [ATS-5] could
become charged to well over 10,000 volts.

(ii) Initial studies of the anomalies showed that they were not
uniformly distributed in local time but appeared
preferentially in the midnight to dawn sector. Figure I
serves to illustrate this by plotting the times of MARECS-A
anomalies [Ref. 2] which occurred between 27 January and 9
June 1982 [Ref. 3]; note the absence of events during
eclipse.

(iii) Closer inspection disclosed that the frequency of occurrence
of such anomalies is linked to the prevalent level of
geomagnetic activity.

The implications of these will become clear but, before jumping to
any conclusions, you should be warned that MARECS-A was a classic case:
anomaly patterns for most other satellites are more complex.
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Fig. 1: Date and local time of MARECS-A anomalies, 27 January to 9 June
1982, 217 power bus 'under voltage' status switchings (A108).

Q 3: How is an electrostatic discharge generated?

The following chart describes an accepted scenario:

Spacecraft in Sunlight (i.e. NOT in Eclipse)
+

Some Isolated Surface Element in Shadow
+

Breakdown Path to Structure
+

Subsystem Susceptible to ESD
+

Spacecraft Spacecraft in Plasmasheet
enters or +

'Hot Plasmasheet' Substorm
I

Enhanced Flux of keV Electrons
I

Threshold Voltage for Breakdown exceeded
4
ESD -. OPERATIONAL ANOMALY
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Although the process is relatively straightforward there are some
qualifiers that need expansion, which leads you to a more detailed analysis
of surface charging. First let us dispose of a few more basic questions.

Q 4: keV electrons appear to be the culprits, why is this?

Given a thermal plasma with temperature T, the current density J is
proportional to the product of the concentration N and the mean thermal

speed c where c = F8 k T / r m varies inversely with the square root of

particle mass m, and thus the current incident upon a surface tends to be
electron dominated (k - Boltzmann constant).

Since negative charge build-up induces a potential on the surface
which serves to retard incident electrons, energies of order keV are
required to create potentials high enough to trigger break-down. Electrons
with energies of -100 keV or more will penetrate the surface, these could

produce ESD via 'deep dielectric charging'; particles with higher energy
can trigger Single Event Upsets.

Q 5: What is the significant of Sunlight and Shadow?

Given the intensity of sunlight at I AU with normal incidence, the current
density due to photo-emission from most surfaces well exceeds that due to
incident plasma and inhibits charging. It is now important to introduce
a distinction between 'ABSOLUTE Charging' and 'DIFFERENTIAL Charging'. In
CEO, near equinox, a satellite can spend up to 75 minutes in Earth eclipse;
photo-emission is absent and the whole spacecraft can assume a potential
of many kilovolts (-19 kV has been observed). This absolute charging is
dramatic in respect of on-board charged particle detection but it rarely
seems to cause operational anomalies; in sunlight, absolute charging is
limited to a few hundred volts. However, surface elements, which are
electrically isolated from each other and the satellite structure, charge
differentially - particularly when they are in shadow. It is this effect
which more frequently gives rise to damaging discharges.

Q 6: How does the discharge trigger the anomaly?

We can postulate that discharge implies one of three modes - 'Flash-over'
'Punch-through' or 'Blow-off'. In each case, large current transients can
be conducted, inductively coupled, or radiated into sensitive electronic
systems anywhere on the spacecraft. Our feeling is that flash-over is the
common mode as surface breakdown paths develop; blow-off might be expected
to prevail for absolute charging but the fact that anomalies are seldom
observed in eclipse suggests that it is less important.

Q 7: Can we determine the expected potential of a surface?

For all surfaces, the potential V will move towards a value which achieves
a zero net current.

CA dV/dt - L(V) + a V - 0 for Z I - 0 (1)
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The capacitance per unit area CA and conductivity o are not easily
determined but the current density I is very difficult, being non-linear
and non-local; the inherent negative feedback operates through sheath
formation with space charge transfer, and the creation of potential
barriers. Figure 2 registers all the current components that must be
considered.

Incident Electrons Incident Ions Sunlight

I
I

Reflected I SHEATH
I

I
Secondary I

Back-scatteredr
Electrons layertro.o o

V
c V uI'c

e o solated Conductor I charging

Conduction DIELECTRICel
Deep 0 eletric/

dynamic nature of the c ~~harging/evrnet otnulycagn oa

io& - Structure 'GROUND' V0 
Ao

Fig. 2: Currents which control charging at a spacecraft surface - isolated
conductor or dielectric layer.

J J. +a J + J.+ Ji + Ji+ J P i (2)

While some of these components may be negligible at V - 0, they can
still have an important role as V -p V, approaching equilibrium

The rate of charging, determined by CA, is critical because of the
dynamic nature of the charging environment, continually changing solar
aspect angles (specially for elements of a spinning spacecraft) and the
finite eclipse times - surface potentials seldom reach equilibrium

Q 8: Why is Local Time significant?

A satellite at 6.6 Re normally traverses both the plasmasphere and the
plasmasheet within 24 hours and Fig. 3 shows their typical configuration
in local time. The plasmasphere is a cold plasma which will not support
charging while the plasmasheet is characterized by the keV electrons
referred to above. Unfortunately the picture is not so simple because the
configuration and boundary positions are constantly changing in response
to (i) variations in the Interplanetary Magnetic Field (IMF) and solar wind
and (ii) substorm activity, during which electrons are injected from the
magnetotail region near local midnight. Many of these electrons are
pseudo-trapped by the magnetic field and are then subject to gradient and
curvature drifts which take them towards dawn.
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Fig. 3: The magnetosphere showing the geosynchronous orbit with respect
to the plasmasphere and plasmasheet.

At 6.6 R., their drift speed is between - 3.5 x E(keV) degrees per
hour at large pitch angle and - 1 x E(keV) degrees per hour at small pitch
angle [Ref. 4]. (Pitch angle - direction of particle's spiral motion with
respect to magnetic field). This means that electrons with energy in the
range of 5 to 20 keV can catch a geosynchronous (15 degrees per hour)
satellite several hours after an injection, and it accounts for the special
interest in the midnight to dawn sector.

Q 9: Where is the plasmasheet boundary?

The reason for the boundary is best understood in terms of a simple
representation of the equatorial electric field, which results from a
radial 'corotational' component plus a uniform 'cross-tail' component from
dawn to dusk shown as Fig. 4 [Ref. 4].

Electrostatic potential,

U(r,o) - C1/r - C2 r sin 4 (3)

where C1 - 91.5 kV R. and C2 - 0.5 to 2 kV/R. depending upon geomagnetic
activity.

This predicts a pear shaped plasmasphere pointed towards dusk, in
which the cold plasma, produced by photo-ionization of the atmosphere,
corotates, whilst outside the U - 0 contour, the plasmasheet particles are
constrained by the magnetic field [Ref. 4] but tend to follow the indicated
drift paths, after arriving from the tail.
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Ao . . . .-- -
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Fig. 4: The equatorial electric field showing equl-potentials which are
drift paths for 'zero' energy particles. U = 0, exhibiting a stagnation
point at F, separates regions of corotation and convection.

In reality, we can soon appreciate that such a simple model is
totally inadequate by looking at Fig. 5, a spectrogram of electrons and
protons seen in CEO with ATS-5 at 105°W (LT - UT - 7 h) [Ref. 2]. Here
color is added to the conventional grey-scale to indicate pitch angle
distribution, approaching blue for field-aligned and orange for 900

particles. The data, for 22-23-24 January 1971 (starting at 18 UT on the
22nd), are wondrous to behold - but certainly not fitting to any simple or
static geometry; however, the plasmasheet position is clearly defined with
entries at 21 h and 22 h local time. The common practice of modelling
particle populations using Maxwellian distributions is clearly far from
ideal in this regime.

On neither day are there many electrons with energy exceeding 4.5 kV
until 12 UT (03 LT) on the 24th when a high flux of injected electrons
catch the satellite, higher energies arriving first. This neatly
demonstrates how charging probability tends to peak in two ways (i) spatial
and (ii) temporal. The first reflects the usual structure of the
plasmasheet seen at CEO - a sharp boundary in the late evening followed by
a maximum density and a gradual decay towards the morning hours. The
second reflects the magnetospheric disturbances induced by substorm
processes, repeated particle injection and energization with movement of
the plasmasheet boundary. In fact, hazardous charging only occurs when
high fluxes of 5-10 key electrons are encountered [Ref. 5] in what might
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its:

Fig. 5: An ATS-5 spectrogram covering 48 hours in January 1971.

be termed the 'Hot Plasmasheet'; this is often reached an hour or two after
an initial plasmasheet entry.

The picture changes from day to day, sometimes dramatically, as the

magnetosphere responds to variations in the solar wind and the IMF, these
are perceived as 'geomagnetic activity' and monitored by means of
ground-based magnetometers. A number of indices are routinely computed in
an attempt to quantify this activity [Ref. 6], the most common being the
3-hourly planetary Kp which employs a pseudo-logarithmic scale of 28 values
(0o,O+,i-,Io,lI+,2- ......... 8o, 8+,9-,9o) from very quiet to very disturbed.

For the duration of the spectrogram Kp shows fairly quiet values:-

Day 22 3o 3o 3o 2- 0+ 0+ 2- 3o

23 3- 2+ 2o lo 1- 1+ 2- 1+
24 2- 2+ lo 2+ 2+ 1- 3+ 4-

The local time of the plasmapause/plasmasheet boundary has been

determined as:

LT(h) - 25.5 - 1.5 Kp ATS-5, Winter 1970-71 [Ref. 7] (4)
LT(h) - 25.5 - 2.07 Kp METEOSAT-2, 1981-5 [Ref. 8] (5)
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The idea that the cold plasma is neatly confined to a pear shaped
region is also far from the truth. Note that the ATS spectrograms do not
actually go below 50 eV, the detectors are not sensitive to cold plasma.
Figure 6 plots the concentration of cold ions seen by GEOS-2 during
December 1978 and lists Ap (a daily mean of a linear equivalent of Kp,
ranging between 0 and 400) [Ref. 9]. This shows that plasmaspheric ions
are generally encountered in the evening but are found all around the orbit
at very quiet times. Following a disturbance, cold plasma outside the
contracted U - 0 contour is free to convect towards the frontside; the flux
tubes can then take several days to refill, the refilling rate depending
upon the level of geomagnetic activity [Ref. 10].

Local Time (h) AP

3 6 9 12 i5 2s au 24
I ........ 1 bllm , _-ii-

S33 5
4 12-5 12

6 5
7 2

- 3
9 •3

00 5.
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14 28
14 2 ___ ___ 28

16 14
17 9

is Wa d 24
020 __ _ _ _ _ _ _ _26

a ____________________ ~12
19
7

24 _ _ _ _ _ _ _ _ _ _ _ 6

a 8
27 14

a - 14
20 _ _ _ _ _ _ _ _ 20

30 27
3128.

0 3 6 9 128 5 is a8 2 24

Universal Time (h)

Fig. 6: GEOS-2 measurements of cold plasma at 6.6 R. for December 1978.
Each panel has a linear vertical scale of 0 to 100 cm-3.

Q 10: What does charging look like?

Ref. [2] gives examples of the spectrograms that initially baffled DeForest
and Mcllwain with evidence of absolute charging in eclipse. Both flux and
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energy of the electrons were then reduced but the ATS-5 proton detector
gave the clearest signature when all protons were accelerated to an energy
> 4500 eV [their Fig. 1], saturating some energies and leaving the lower
channels empty. Similar data have been used to demonstrate absolute
charging up to a few hundred volts in sunlight [Ref. 2]. Evidence for
differential charging is more subtle, but it is also clearly provided by
the ATS data (Refs. 2,11]. An electron detector alone can sometimes
provide conclusive evidence, if the differential charging polarity is
right. This was the case with Meteosat-2 eclipse events in which a
differential voltage of .650 V, typically developed in about 1 hour,
accelerated secondary electrons into the detector, see Fig. 7 [Ref. 8].

19.8 keY

Energy

640eV-

SO WV-

230I E 0100

Universal Time = Local Time

Fig. 7: METEOSAT-2 electron spectrogram covering two hours during the
night of 3/4 April 1982: eclipse charging event.

Q 11: What do the current components depend upon?

It is now informative to examine the detail of Fig. 2, i.e., the
terms appearing in Eq. (2). J, is the conductivity term which is
proportional to the differential voltage; it can also reflect
field-enhancement pre-breakdown. The resistivity of dielectric materials
often decreases during long exposure to the space environment.

The photo-emission current Jp depends upon the solar spectrum which
is plotted in terms of eV energy on Fig. 8. At IAU the Solar Constant -1.4
kW/mz, but only photons with energy greater than the material work function
can generate emission (as the yield curves for Aluminum and Gold show) so
that the effective 'constant' is orders of magnitude smaller; Jp is
typically 10 to 40 A/IM2 . For a sphere, the cross-sectional area is only
0.25 of the surface area; the establishment of potential barriers can
prevent the escape of photo-electrons.
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Solar spectrum and photoemission yields
(moasured date for A and Au)
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Fig. 8: Solar.spectrun and photoemission yields of Aluminum and Gold.

J. and Ji are integrations of those incident fluxes which have
sufficient energy to overcome the voltage bias of the collector.
Plasmasheet electrons and plasmasphere protons have already been identified
as important but highly variable current components. However, it turns out
that the secondary emission terms, Jb, J.. and Jsj, can be critical [Ref.
12).

Q 12: What is the difference between backscatter & secondary emission?

In theory, one can discriminate between incident electrons which are
re-emitted from a material (back-scatter) and those which escape following
the impact and scattering process. Figure 9 presents a simplistic picture
of the interaction, and the contrasting energy distributions of the
products; the true secondaries resemble a thermal source corresponding to
"a few eV. In practice, it is impossible to label the emitted electrons and
"a partition is arbitrarily set at 50 eV.

For secondary emission, the yield is determined by

XM

Yield N .N(Z,x) • P(x) • dx (6)

where

N(E,x) - Number of electrons liberated at depth x

Stopping Power, dE/dx
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Primary Electron

Eo NUflber of electrons

Back-scatter E secondary

Emission

Secondaries

I !Back-Scattered

-150 eV E
Energy

------------ Range, xm

Fig. 9: Electron impact: secondary emission and back-scatter.

Range, Xm - E" / n with n > I

P(x), Probability of escape from depth x - exp(--x]

and for

Electron impact: dE/dx , E1-n

Ion impact: dE/dx - E°' 5 / (I+E/Em)

For normal incidence, this leads to an equation of the form,

Yield = 6(E) = Sm • (Em/E)n'- . 1 - exp[-R (E/Em)n] (7)
- exp[-R]

where

6m - peak yield at E - Em

R - dimensionless Range, (I - 1/n) • (exp[R] - 1)

Then Sm, Em and n ian conveniently be fitted to experimental data using
simple iteration process.

For back-scattering electrons, the yield is determined by
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Yield, 1(1) - Tl(O) exp[-(l-cos e) a ln(q(O)}] (8)

where

n(0) - 1 - (2/e) 0 -0 3 7z (Katz et al.J

v(O) - 0.0115 E-0. 22 3  polymers [Burke]

q(0) - 0.1 exp[-E/5000], E < 10000 eV [Shimizu]

C() - 0, e • 50 eV

Z - atomic number for target, 0 - angle of incidence

These expressions establish how the yield depends upon incident
energy and angle, and material properties. Figure 10 models the total
yield for a representative insulator (kapton) in terms of an Albedo factor,

A(E) - 1 - 6(E) - I(E) (9)

such that an energy integration of A times the observed ýIý,tron flux will
give a resultant charging current density. If it is assumed that
plasmasheet protons have a concentration and temperature similar to the
electrons, and that their mean secondary electron yield is -1, their
contribution can-be included with the reduction of A by 0.05.

Yield A Factor2 . I

1.6 0.6

1.4 0.4

1.2 1 -0.2

0.8 - 2
0.6- 4

-0.8
0 -I

J0 i00 1000 10000
Energy (eV)

SSecondary Emission '- Back-scatter - A Factor

Fig. 10: Electron albedo factor A; assuming yield values of Kapton.

Q 13: Which components determine the current balance?

Let us consider a very simple geometry, represented by a spherical
conducting satellite of 1 m radius, with a small isolated kapton patch of
thickness 25 1m, see Fig. 11. Imposing a represent k lasmasheet
environment composed of three Maxwellians,

0.1 cm- 3 @ I eV + 0.9 cM- 3 @ 600 eV + 1.7 cm- 3 @ e- ctrons
0.1 cm- 3 @ 1 eV + 1.0 cm- 3 @ 350 eV + 1.7 cm- 3 @ ilotonS,



504 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

the following table of current densities (pA/m 2 ) was determined with the
EQUIPOT charging code [Ref. 13] to show the relative magnitudes of the
components and the net values. The first five correspond to zero bias
while the last is taken with V - -7 kV, equilibrium being at V, - -7.2 KV.
The figures give some insight into the variations between materials, and
the effects of increased bias.

V J. J, is@ Jb Jh . Jp Js J

Satellite in Sunlight

ALUM 0 8 0.2 1.5 2 0.4 10* 0 +6

GOLD 0 8 0.2 4 5 0.6 8* 0 +9

Satellite in Eclipse

ALUM 0 8 0.2 1.5 2 0.4 0 0 -4

Patch in Shadow

FKAPT 0 8 0.2 2 1.4 0.7 0 0 -4

KAPT -7 KV 5.6 0.9 0.8 0.9 2.1 0 0.3 -0.2

* corrected for sphere

7 I

KAPTon Patch

S unlight

. /

Fig. 11: Simple spacecraft 
and patch model for differential 

charging.
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Q 14: How fast do the surfaces charge?

Substituting the net current densities into Eq. 1 gives:

J CA dV/dt

(pA/M2 ) (pF/m 2) (V/s)

Satellite -4 0.00001 40000

Patch -4 1 4

-0.2 1 0.2

Satellite: CA - 9 x 10-12 /R F m-2  Radius R

Patch: CA - 9 x 10-12 C / L F m- 2  Thickness L

During charging, the rate falls off exponentially, but these figures serve
to demonstrate that absolute charging is fast whilst differential charging
can take several hours. In practice, dV/dt clearly depends upon the
detailed form of the J components in addition to parameters such as R, t
and L.

Q 15: How often do serious charging conditions occur?

Meteosat-2 carried a detector for electrons between 50 eV and 20 keV;
Fig. 12 shows a grey scale spectrogram covering 24 hours, with plots of
integrated current density JTOT& and JNTT, .the latter involving the A
factor described above. Given the uncertainty in the modelling and the
material properties, JNTT appears to provide a good quantitative index of
charging conditions. Binning all data between April 1982 and March 1987,
half a solar cycle, it is possible to determine the percentage times for
which JN exceeds any given threshold. Figure 13 plots such results for
0.1, 0.2, 0.5, 1 and 2 pA/m 2 as a function of local time, confirming the
expected profile and establishing a scale for judging a level of
seriousness for any specific system.

Q 16: Are there seasonal or solar cycle trends in charging?

Both the duration of plasmasheet transition at GEO and the frequency
of substorm injections are well correlated with the level of geomagnetic
activity, as monitored'by KP. Statistically, it is clear that higher Kp
tends to occur near equinox and during years close to solar maximum.
Charging conditions follow a similar pattern, as does the frequency of ESD
related anomalies. Figure 14 illustrates this perfectly by summing the
number of spurious switchings per month on Marecs-A for the years 1982 to
1989.
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METEOSAT-2 electron spectrometer
EbO FS 1 3-14; 2:412
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Fig. 12: METEOSAT-2 spectrogram for 13/14 February 1982 with plots of
integrated electron and nett charging current densities.
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Fig. 13: Percentage of time between April 1982 and March 1987 that
METEOSAT-2 observed charging currents greater than 0.1, 0.2, 0.5, 1 and
2 AA/m2 .

Q 17: Can charging times be inferred from geomagnetic indices?

The study of satellite anomalies is difficult because operational
spacecraft never carry particle spectrometers. Sometimes a suitable
instrument on a nearby satellite can provide direct evidence of charging
fluxes. Any separation in longitude then introduces complication because
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Fig. 14: Monthly rates of spurious switchings on MARECS-A, 1982 to 1989,

[K. Derbyshire, ESTEC, private communication, 1991].

events tied to purely spatial structure will be ordered by Local Time,

whilst injection arrival delay depends upon the relative drift
displacement.

Although charging phenomena can be statistically correlated with Kp,

such a 3-hourly planetary index is of little value in the study of
individual events [Ref. 6]. Other indices such as AE or a single station
K values may be utilized, if available, but really the search for a useful
correlation is a difficult and frustrating exercise [Ref. 14].

Q 18: How well are the material properties known?

Satellite surfaces tend to be clean, subject to temperature extremes,
and seriously aged by the combined effects of ultra-violet and high energy

particle radiation. Properties such as the electron emission yields and
surface conductivity are highly sensitive in all these respects. There

have been few reliable laboratory measurements for space materials,
particularly dielectrics, and these have usually been at room temperature.

Particle beam stUdies'have been performed mono-energetically at near normal
incidence; sample cleanliness has often been an unresolved problem.

Simulation codes have been used to show that the surface potentials

which develop are very sensitive to the key material properties [Ref. 13],
and the lack of good data represents a severe limitation at present.
Figure 15 illustrates this problem with a spread of curves giving the
equilibrium potential of our shadowed patch as a function of the secondary
electron emission from proton impact, both the yield at 1 keV (0.2 - 05.)

and the energy for peak yield, E. (100 - 300 keV).
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Fig. 15: Results of EQUIPOT simulation for the shadowed Kapton patch,
showing the effect of changing SEE current due to ion impact.

Q 19: Can a spacecraft be designed to be immune to charging problems?

The short answer is 'yes', but it can be expensive. NASA has issued
excellent guidelines [Ref. 151. The following protection measures can be
considered but, in practice, a degree of compromise will be unavoidable,
and the trick is to be able to quantify the risk.

* CONDUCTIVE COATINGS - GOOD GROUNDING
* Vacuum-deposited Metals or Indium Tin Oxide
* Thermal Paints
* Indium Oxide/Polyimide

+ Thermo-optical properties retained
+ High secondary electron emission yields

* 'LEAKAGE' DIELECTRICS
* Doped Kapton, Carbon-filled Teflon
* Ion implanted Kapton and Cover Glasses
* Conductive Adhesives

* DESENSITIZED CIRCUITS
* Filters and delay components to attenuate transients

* HARD COMPONENTS
* Radiation hard devices also relatively immune to ESD

* ACTIVE SYSTEMS
* Cold plasma sources, Electron guns

* CIRCUMVENTION
* Susceptible systems disabled on substorm alerts
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Q 20: How can the level of immunity be established?

It is generally impossible to put a fully integrated spacecraft into
a vacuum chamber and fire electrons at it, although it has been attempted;
ESD injection tests are commonly conducted as a proof of the grounding
strategy and sub-system tolerance. Charging tests on critical items like
solar cell arrays 'nd thermal blankets are strongly recommended. Computer
simulation of overall charging characteristics has been very successfully
performed using NASCAP [Ref. 12], a fully three dimensional and dynamic
code, which can handle a model of the whole spacecraft and identify barrier
sheath development as well as possible discharge sites.

ANSWER:
Given all the reservations implied above, we can now confidently

offer an 'irrefutable maybe', BUT not all anomalies are due to ESD and not
all ESD results from surface charging. Figure 16 analyses 1464 anomalies
in CEO in terms of local time and geomagnetic activity; those during very
active periods fit the picture of surface charging in the plasmasheec but
the others do not [Ref. 16]. Event chronograms for many individual
spacecraft also suggest that a different mechanism must be operating, as
Hanola Romero explains [Ref. 17].

1464 Events at GEO

6

5

3

2
1

0

0 Z 4 6 8 10 12 14 16 18 20 22

Local Time (h)
E--Very Quiet =Quiet MNormal MActive =Very Active

Fig. 16: Diurnal distribution of spacecraft anomalies at GEO for five
levels of geowmgnetic activity; scale normalized to give a mean of I for
each local time bin. (NGDC Data Base, Boulder)

Further reading can reasonably be provided by review articles [Refs.
16, 18, 19], specific interests can then be pursued using their reference
lists. All references to the High Altitude gas Qrenade Jntelligence
latellite have been removed in the interests of NATO security.



510 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

References

[1] S.E. DeForest, 'Spacecraft charging at synchronous orbit', J.
Geophys. Res., 77, 651-659 (1972).

[2] J.J. Capart, and J.J. Dumesnil, 'The electrostatic discharge
phenomena on MARECS-A', ESA Bulletin 34, 22-27 (1983).

[3] J.E. Haines, 'Report on the Marecs-A in-flight anomalies, BAE Report
TP 7962 (1982).

[4] J.G. Roederer, 'Dynamics of Geomagnetically Trapped Radiation,
Springer-Verlag (1970).

[5] R.C. Olsen, 'A threshold effect for spacecraft charging', J.
Geophys. Res., 88, 493-499 (1983).

[6] G. Rostoker, 'Geomagnetic Indices', Rev. Geophys. Space Phys., 10,
935-950 (1972).

[7] B.H. Mauk, and C.E. Mcllwain, 'Correlation of Kp with the
substorm-injected plasma boundary', J. Geophys. Res., 79, 3193-3196
(1974).

[81 G.L. Wrenn, and A.D. Johnstone, 'Evidence for differential charging
on Meteosat-2', J. Electrostatics, 20, 59-84 (1987).

[9] J.J. Sokja and G.L. Wrenn, 'Refilling of geosynchronous flux tubes
as observed at the equator by GEOS 2', J. Geophys. Res., 90,
6379-6385 (1985).

[10] X.T. Song, R. Gendrin and G. Caudal, 'Refilling process in the
plasmasphere and its relation to magnetic activity', J. Atmos.
Terrest. Phys., 50, 185-195 (1988).

[11] R.C. Olsen, C.E. Mcllwain and E.C. Whipple, 'Observations of
differential charging effects on ATS 6', J. Geophys. Res., 86,
6809-6819 (1981).

[12] I. Katz, M. Mandell, G. Jongeward and M.S. Gussenhoven, 'The
importance of accurate secondary yields in modelling spacecraft
charging', J. Geophys. Res., 91, 13739-13744 (1986).

[13) A.J. Sims and G.L. Wrenn, 'Sensitivity analysis with a simple
charging code', Proceedings of Spacecraft Charging Technology
Conference (1989), Monterey, California, 147-158 (1990).

[14] H.L. Lam and J. Hruska, 'Magnetic signatures for satellite
anomalies', J. Spacecraft, 28, 93-99 (1991).



WRENN * SIMS 511

[15] C.K. Purvis, H.B. Garrett and A.C. Whittlesey, 'Design guidelines
for assessing and controlling spacecraft charging effects' , NASA
Technical Paper 2361, 43p (1984).

(16] G.L. Wrenn, 'Spacecraft charging effects', Proceedings of the Solar
Terrestrial Predictions Workshop (1989), Leura, Australia, 196-205
(1990).

[17] H. Romero and L. Levy, 'Internal charging and secondary effects',
ibidem, xxx-xxx (1991).

(18] H.B. Garrett, 'The charging of ,:icecraft surfaces', Rev. Geophys.
Space Phys., 19, 577-616 -81).

[19] E.C. Whipple, 'Potentials oi. surfaces in space', Rep. Prog. Phys.,
"44, 1197-1250 (1981).



SPACE ENVIRONMENT AND EMC/ESD PHENOMENA
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1. Introduction

The orbital medium, where space vehicles are operating (Telecom,
observation, scientific satellites, future space station, Hermes) is a very
hard environment that must be considered at the beginning of the system
design to guarantee a successful mission.

Various space environment constituents lead to system alteration:

* Radiations: trapped particles, solar events, heavy ions,
secondary radiation interior to the system

Meteoroids, debris

• Atomic oxygen

Thermal conditions

U.V.

In addition to these constraints, electrical and electromagnetic
environments are present, resulting from:

the local vacuum environment (mainly plasma)

the system (conducted and radiated pulses, power conditions: PWM,

The earth (interferences, intentional or non-intentional
electromagnetic pulses. .. )

All these sources induce specific effects leading either to degradation of
vital functions of the system (permanent effects) or to interferences that
occasionally disturb the standard operations.

513

R. N. DeWitt et aL (eds.), The Behavior of Systems in the Space Environment, 513-564.
O 1993 Kluwer Academic Publishers. Printed in the Netherlands.



514 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

The main difficulty lies in the definition of a balanced solution
owing to the environmental mission-dependent constraints and the technical
and economical ones that control the design of the space system. The
integration of these effects and the set-up of a specific procedure acting
at system level and levels are very costly and difficult to apply. An
economical solution in view of cost and test reduction lies in numerical
simulations. This one is generally coupled with tests that act as
calibrations. The drawback of this procedure is that a large knowledge in
the physics of the phenomena is required as well as a wide experience in'
various.fields such as CAD, numerical techniques, and algorithm design.

In this paper, we will focus our attention on electrical and
electromagnetic effects. Those associated to particle degradation of space
vehicles can be found in [Refs. 1, 2]. This presentatioiu is oriented
around numerical techniques that allow us to represent on computers the
electrical and electromagnetic behavior of a space vehicle (ENC, ESD, ..

under system aspect evaluation.
Chapter 2 describes briefly the main causes of defaults which appear

on-orbit. Chapter 3 presents the various contemporary numerical techniques
which are widely us, , jFinite differences, Finite volumes, method of
moments, ... ). Each technique is presented in increasing complexity in
order to initiate t.ie reader to these numerical techniques. Application
examples follow each numerical technique, demonstrating the potential of
such methods on realistic problems.

2. Electromagnetic Phenomena and Effects

On-orbit space environment leads to charging as well as transient
discharging phenomena which are mainly observed on geostationary orbit.
Trapped particle spectra are reproduced in Fig. 1.

IE12 zcin2/s
COLD PLASMA(ESD)

IEIO

118 Trappd protons

\ \(DOSE)

I ATrapped electrons Slrfae

,E -
I SESSE

Gamma,X
I-2 (Sun of galactical zones

113-4 M.Vl
1&F4 122 I IE2 134 1216 1E3

Fig. 1: On-orbit typical spectra.
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2.1. ELECTROSTATIC CHARGE

2.1.1. Surface Charging. On geostationary orbit, the plasma surrounding
the satellite leads to the so-called surface charging effect. This effect
was detected in the seventies when more complex telecommunication satellite
were launched, with increasingly integrated digital electronic components
which are relatively sensitive (MOS for example) to transients. The
correlation between the observed events and the local plasma conditions
(position of the satellite in the magnetosphere, geomagnetic activity, sun
lightning, electrical properties of external satellite coatings,..) have
indicated that these anomalies were caused by the plasma environment.

Due to various accumulating phenomena (electrons, ions, protons) on
the insulating parts of the satellite (dielectrics, floating metallisa-
tion), high voltage gradients are induced. This phenomenon is mainly
controlled by the photoelectric and secondary emission and charge space
limitation effect which act as balancing effects defining the electrical
state of the satellite. This effect is the source of breakdown. We will
see hereafter that it is the discharging effect which is the source of
events.

In a general way, plasma effects can be treated without regard to the
characteristics of the plasma. Due mainly to numerical and pragmatic
reasons, low orbit and geostationary orbit are treated differently. This
is due to the associated Debye length which is large on geostationary orbit
(some tenth of meters) and very low (a few cm to some mm) on low orbits.

The design of spacecraft and protective actions lead then to the use
of a system analysis tool able to reproduce various on-orbit situations.
This tool must be able to predict, at least in relative units, what is the
impact of a modification compared to another. In the space community, the
NASCAP tool (See Fig. 2) is the most well known. It solves the POISSON
equation in a 3D space, taking into account the surrounding plasma
characteristics and various hypotheses specific to geostationary orbit.

POISSON equation:
A - p(t,E) , here A 8- a + 2 + a82

Debye approximation:

p(§,E). 0 Cz .o
t 7' n*e

8 - Temperature in eV

It is well known through numerous publications. This is the reason
why the simulation technique and the principle of the solving of the
Poisson equation, solved with the help of finite elements, is not presented
in this article.

In polar zones and on low orbits, the plasma that surrounds the space
object is more dense and/or hot. As a consequence, the preceding
approximation is no longer valid. Vortex phenomena are generated in the
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I--" p*

Fig. 2: NASCAP voltage computation.

plasma, due to ram and wake effects. It is then necessary to use in a self
consistent manner the screening charge and the associated surface potential
around the object: solving the VLASOV equation or Particle In Cell method
(PIC). One important point is the presence of high voltage which causes
strong losses (high voltage solar generators).

2.1.2. Bulk Charging. This effect is associated to the high energetic
part of the electron spectrum (trapped particles), typically some hundreds
of keV to some XeV. This one constitutes presently one plausible
hypothesis that explains events that are not caused by surface charging.

The principle is equivalent to an ionic implantation in a
semiconductor. Charges (electrons) crossing the shield (Honeycomb,
internal protection, equipment boxes, wire shielding .... ) are trapped
inside insulating materials (epoxy, alumina of I.C, dielectric of wires,
MLI,....). The implantation thickness depends on the energy of the
impinging particle, the shielding and the insulating materials. When this
charge is trapped inside the dielectric, it undergoes the electrical laws
specific to an insulating material (trapping, detrapping recombination,
generation,....). The internal potential of the dielectric material
increases if the charge accumulating rate exceeds various loss mechanisms
(external circuit, constitutive laws of the medium, .... ). It is
interesting to note that this is an integrating effect with a very high
time constant (1000 to 10000 secs, or more) dependent on the insulating
"quality" of the material.
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Research is under way in this field to clarify the importance of this
effect [Ref. 3], understand the basic mechanisms [Ref. 4], develop a system
analysis tool [Ref. 4] able to reproduce on-orbit conditions, and define
critical situations and various strategies of hardening.

DwFFa5NfAL 0evEmr SPEcrtRum

RADIATION
TRANSPORT --

SDIM,

T~i:iiiiiiiii •RANSPRT

iiiiiiiiiiii IN DIELZCTRICS

Fig. 3: Bulk charging computation.

This problem is solved in the one dimensional approximation that
covers the major part of situations. From pseudo-static formulation of
Maxwell equations, one deduces the following relationships:

V x 7+J = a(D,Ll,E) (9+e) ..
aT

fVxfl. dS=ITOC.

where

D is the Cumulated dose; D, the Dose-rate;

E, the internal electrical field; a, medium conductivity; J, electron
source current; and

ITot, the total current inside the medium.

This rather seemingly simple equation is quite difficult to solve due
to non linearities (especially for the conduction term) and because of the
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systen's large time constants, of complex conduction models and of the
external electrical circuit (Terminal load of a wire for example). Source
term evaluation requires the use of an electron transport code (ITS for

example: [Ref. 5]) to compute J . Once the source terms are evaluated,

the time and space discretisation are performed and the initial conditions
are defined (terminal electrical circuit, interfaces metal-kielectric,
... ). All these constraints lead to numerical problems which must be
solved carefully [Ref. 6].

2.2. ELECTROSTATIC DISCHARGE

2.2.1. Surface Discharge. The surface discharge generates a maximum
overshoot current in the range of a few hundreds of amps abd occurs when
the voltage exceeds the breakdown potential. At equipment level, surface
discharge acts by way of electromagnetic fields of which the amplitude is
not well known, and the rise time is probably a few nanoseconds.
Replacement currents and associated fields penetrate inside the satellite
and couple to target points (antenna, lines). They induce electromagnetic
noise which may cause interferences. Without shielding actions, resulting
currents and/or voltages are large enough to produce permanent damages on
electronics or transients.

The modeling [Ref. 7] itself is simple and consists in the
representation of a charged particle source (electrons and eventually
ions), controlled by space charge limitation. In vacuum these particles

look like a non-linear transient current density J . Therefore,variations

of electric and magnetic fields are produced and governed by the

relationship J=F(E,T) from Maxwell equations. The generated fields tend

to establish a more stable equilibrium electrical state. At the beginning
of the discharge, ejected charges are accelerated by the electrostatic
process and modify the initial field lines. Their movement is self
consistent with the resulting total field: Static + dynamic (Charge space
limitation effect).

2.2.2. Bulk Discharge. Discharges inside dielectrics also cause
electromagnetic interferences on space systems. Preliminary results from
the CREES experiment (CRESS, work ESA [Ref. 8]) show that dielectric
discharges occur on dielectrics exposed to space radiation.

This charge displacement and the dielectric breakdown induce a high
transient voltage that is directly transferred by the line to connected
electrical interfaces. Bursts from hundreds of volts are mentioned in the
literature with very short time duration (few tenths of a nanosecond).

The involved charge is small compared to surface discharge, but this
effect is quite important since the resulting transients are transferred
directly to the electronics. They are not altered by complex coupling
paths as for the surface discharge, which therefore reduce drastically the
magnitude of the effect.
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Fig. 4: Coupling sources for ESD.

2.3. E.M.C., SCATTERING, CONDUCTED AND RADIATED EFFECTS

A spacecraft is a very sensitive object which interacts with the space
medium (electrostatic discharge for example). Therefore, communications
from the vehicle to the external world through antennas generate self
electromagnetic noise via:

the power conditioning from the solar generator

digital signal lines which are radiating themselves on other
lines (cross-talk)

power switches, power interferences

radar, antenna

propagation effects (load matching) and grounding.

In a general way, all these effects are classified as E.M.C.
(ElectroMagnetic Compatibility) effects and are defined as sources of
E.M.I. (ElectroMagnetic Interference). The cause of an E.M.I. problem may
be either within the system one is dealing with, in which case the problem
is labelled an intrasystem problem. Other E.M.I. may come from outside,
in which case the problem is given the intersystem designation. A very
common cause of both intrasystem and intersystem problems is a signal
intended for one circuit which also reaches a circuit or circuits for which
it was not intended.

Electrical transmission paths constitute a primary means by which the
E.M.C. characteristics of #i ',tipment are classified. Transmission paths are
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both conducted (via material: metal, lines, ground, lumped components
capacitors, transformers .... ) or radiated (via external medium: air or
vacuum by means of near field or induction effects) as depicted on the
following figure.

Several factors exist simultaneously to create an E.M.I. problem.
They are:

An electromagnetic or electric energy source

A device sensitive to the type of energy being generated

A medium for coupling the energy from the source to the sensitive

device at a time when the effect is a noticeable degradation of
system performance

Rad~d¶IiBJfl ~Rietd Swm"Oft AS)

Conducted E&iuo ( CE) Conducted SumospOty ( CS)

Fig. 5: Transmission paths for E.M.C.

The purpose of the E.M.C. engineer is to insure system or sub-system
compatibility. Control is achieved through the use of proven design
techniques having a sound theoretical and practical basis. All these
interfering effects require testing, shielding and simulation procedures
under the following aspects:

Radiating mode (irradiation of the object with an antenni), and

* Conducting mode (current and/or voltage injection).

The testing procedures are used to reproduce as well as possible an
electrostatic discharge or transients which are representative of EMC,
lightning stimuli. Modeling aids the engineer and extends the domain of
testing results, especially for design, hardening and overtesting which is
not acceptable on an object such as a flying satellite model.

2.4. ELECTROMAGNETIC PERTURBATIONS AND COUPLING

The most probable target element is mainly a line that works as detector
by means of an antenna effect. A system analysis must take into account
these various kinds of perturbations which excite the receiving element.
Resulting trnnsients are then evaluated at system or equipment level for:
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* electromagnetic coupling,

dielectric breakdown....

which are dependent on the various electrical configurations within
spacecraft (loading of lines, type of line: simple, bifilar, coaxial,
bus .... ), grounding design.

Associated modelsare:

line solver when the loading can be represented as a simple load
with R, L, C elements: RADIATE model [Ref. 9]

an electrical network solver which includes line solver and
coupling analysis (MATEMC - [Ref. 10])

* a wire electromagnetic model for coupling in free space (antenna
for example) or simple wire above ground place (method of
moments) [Refs. 11,12,13]

Each of these methods presents advantages and drawbacks. Physical
hypothesis, terminal loads and complexity of the receiving element make
selection of the line model.

3. Numerical Methods - Algorithms and Applications

In the frame of system analysis and testing, the use of numerical tools
which solve conducted and radiated phenomenon is highly recommended,
because:

Some effects cannot be reproduced on the earth in realistic
conditions due to testing and financial constraints, planning or
quality assurance, but can be represented on computers

Simulation can be used as a tool to understand complex physical
processes

Out of scale resolution limits can be supplied by numerical
simulations

* Shielding, protective design and verification can be validated
numerically

* Immunity of the system is verified with respect to various
aggressions (ESD, lightning described under specifications)
either in frequency or time domain.

Developing of such tools is a hard task and requires wide investigations
in algorithm and numerical techniques. Numerical constraints, mainly
computing power and memory resources, are very important in this field of
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computation. In the majority of cases, the designer searches numerical
techniques well adapted to its own computer and easy to implement. This
leads to the selection of explicit methods (see hereafter). Implicit
methods are mainly obtained when volume or surface integral representation
is used (method of moments, finite elements).

The following chapters present numerical techniques which are or will
be extensively used in future space programs. Each numerical technique is
gradually presented with respect to the level of difficulty to initiate
readers to a domain which is very specialized.

The finite difference technique is first presented because it is the
oldest one which is widely used and very simple to implement. Some
examples applied to EMC/ESD are presented. Finite volumes, a more complex
technique is as easy to implement as finite differences, but more powerful
in geometrical representation. Basics of the method of moments are then
presented under frequency and time domain application. Some typical
examples are illustrated with results of codes which are actually running
at the MATRA space center. Examples concerning scattering of an object to
a impinging wave as well as current injection results are presented.

3.1. MATHEMATICAL MODELS

Simulation requires first to establish the mathematical laws of the
phenomenon. These can be described either under differential form or under
integro-differential form.

3.1.1. Differential Formulations. Direct formulas describing partial
derivative (time, space) relationships are used. The following examples
are straightforward and describe the physics under differential
mathematical representation:

Example 1: Line equation

Line equations are very well known, they describe the relationship between
the line voltage and current as following:

d{V• - [R) (I)-[L] d ÷{V,)
dx dt

d{I - [G] VI_-[C] d{VI
dx dt

(VM and (I) are voltage and current vectors of the line

[R], [LU, [G], [C] are the matrices defining the electrical parameters of
the line. (V.), (I.) are vectors which represent the stimuli applied to
the line (impinging wave, breakdown,....)

Example 2: POISSON equation

-t- +E-,& +f& .-E ÷=0
ax2 ay2 az2 e

* potential, p charge density
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Example 3: Maxwell equations

For electromagnetic applications, the starting point is Maxwell's equations

under differential form; the 2 field and 9 field are related to the

current density J

VxA'_- a__
at

Vx17=J+e. at

Along these equations, the initial state is defined with the following two
equations:

Div 9'- P
e

DivB- 0

and the equation of continuity:

V.j + a 0

is only a consequence of the above transient equations, but very helpful.
Each of these examples is characterized by space and time partial
derivative.

3.1.2. Integral Formulations. Differential formulae are not well adapted

to treat realistic 3D shapes. As described in the next chapters, integral
forms are more suitable to represent 3D complex objects as satellites which
include very thin open surfaces (solar generator, extensions, .. ) and
closed surfaces (spacecraft body) as well as wires (lines*, antenna, yokes).

Examples involved with Poisson's and Maxwell's equations presented
above are transformed to obtain integral-differential representation. Note
that with one differential form and a chosen numerical technique (method
of moments, finite elements), several integral formulations may be derived.
The selection of the representation is controlled by the following
criteria: geometrical modeling, boundary treatment, radiating condition,
numerical solution of the problem, ...

Example 1: Poisson equation [Ref. 141

0÷+ -0
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S= 0.1 on S1
ao + a.0 @ r= on S2 Constraints on S

4 a

a ~ ._ a * +___ + pdv - 0
55P y- z -0

0: Twice differentiable voltage function

*: user defined; Weighing function, once differentiable

After integration, one obtains:

+ - *.P) dv+

I *(a.0 - a)ds = 0

0: Once differentiable voltage function

*: Weighing function once differentiable

When p - 0 on the domain noted V, and if we choose * such as:

a 2# + a2# * a2# .0,

3, O 2  -5--7 -az-

then we deduce:

o-, .-a*ds - 0
"a - "-•

The previous equation shows the strength of this method which inserts
automatically the boundary conditions (Neumann for charge, Dirichlet for
potential). This is not the case in finite differences where the engineer
must express the Neumann condition through the normal field quantity.
Moreover, the treatment is only to be performed on the surface of theobject under this formulation which avoids the use of volumic space meshing

(only surface of the object is to mesh) and reduces the number of unknowns
(potentials or charge) on surfaces in place of all space surroundingi potentials.

Examole 2: Maxwell eauations. E.F.I.E. formulation fRef. 151

Using the following relationship between the electric field, the scalar and
vector potential:

-0r )ax(,t

_at
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where retarded scalar potentials 0 and vector potentials A are expressed

as:

(r, Y(r, t-R/c) dv'
4% 1v) Rv

O (r, t) - 1 vf '(r•,t-R/c) dvl

one deduces:

-0(r, t) - A'(r, t) + 9 5 (r, t)

where, the index T is related to the total resulting field, I defines
incident quantities and S defines scattered quantities; that is, quantities
only associated with the response of the object to the incident wave. The
scattered fields may be defined as follows:

cSr, t) A~(.~ &lwr t') +i 1..A' a .~ t') R' ds'
41t,JJ-jR -at' ~ t') k T)

with

JW(r', t) = 0 1 x ON (rW, 0 the electrical current density

and

t'- t - R/c

Inserting the equation of continuity, another relationship is derived:

'(rt) = L' _L a(1 l(.r'. t0 _ 9 (0a (r', t') _div s
4W'Jr R Ot' e .R 2  R C Js

which can be used to solve at the same time the current and charge density.

SOHt

0

Fig. 6: Scattering object and conventions.
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A second order equation can be derived using the Lorentz gauge and the
definition of the electric field via scalar and vector potentials. This
leads to:

a r _ Po8(..(f J(r',1 ') ds'
at 4n~r 4at21JJ R

This later equation is fairly complex since the interpolated currents must
also be consistent with the terms associated to the second order derivative
terms. The only advantage is that the space and time derivatives may be
applied after the surface integral is performed.

Example 3: Maxwell's equations. M.F.I.E. formulation fRef. 61

Using the magnetic field, and applying the boundary conditions, the
following relationships are deduced:

gT(r, t) = 2fil(r, t) + il(r, t)

RjS(c, t) = fs + a i8 (.r'J 0 "-t' )l

Substituting the equation of continuity, applying the divergence operation

and time integration, the charge can be formulated as follows:

o(r,t) = 2B . EF+

f J0 (" t) 1 ac (r" t')

I2 aJ(rIt')}.ds1c R at' f

All these various integral-differential formulations are boundary integral
forms, where only surface quantities are computed. From these values, the
electromagnetic behavior of the object in space (diffracted fields) can be
determined. The procedure of evaluation is the following:

"* A series of points r is selected on the surface of the object.
A linear system of equations, involving the currents and charges
results.

"* A point r is then chosen elsewhere for which the radiation due
to surface charges and currents is then calculated to obtain the
resulting diffracted or total fields.
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With this kind of formulation, one is able to solve scattering problems
(impinging wave on an object, excitation of the object with a current or
voltage source), either in the time or frequency domain. The reader will
find the equivalent form in the frequency domain of the above equations by
applying the transformation a/at - jw. Note that in this case, the charge
can be expressed by current via:

p (r,• V J(r, W)

j)

Also interesting to note is that magnetic charges and currents can also be
included in the integral formulations. This is well suited to solve
accurately aperture problems, effect of thin dielectric sheets on metal,
[Ref. 17]. Although when volume treatment is required (particles with
charge space limitations, thick dielectrics) these formulations are not
well suited because field evaluation is required between each time step.

Example 4: Maxwell's equations, volumic. formulations [Ref, 181

One simple formulation can be found by applying a volume integral to the
differential form of Maxwell's equations. This leads to a finite volume
representation of Maxwell's equations which rely on volume quantities
evaluated for each cell Vi, to flux quantities which are defined on the k

surfaces (Sk) of the involved volume cell noted i.

fffv z . dv= fffi . ds

fffV x. -.. dv =÷x .s

J + ) dv -V +

The above formulae come from a space discretisation; it gives information
between surface values (known flux) and volume values (fields to evaluate).
We need another step which defines surface variables (unknown flux) from
volume values (known). This step is obtained via an interpolating
technique or a more refined process (Theory of Characteristics). An
equivalent formula is derived from edge values to surface values.

Divergential formulation is also well adapted to volumic treatment.
It is well suited for the analysis of complex 3D shapes and is defined as:
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2u + aF + aF + aF -

ffE8U dv + ff F. ds rrW dv

with:

H. Hy
0 -- __

0o 0o JX

Ex i.0 Hx g-

to to jy

E- io ix o

W E. F(u) = o oW =J,.FHu) E E_
H0 o o go

EH 0 E 0
/to 00o

Ey E P0 0E% E• 0

Ao Ao

Inserting the above vector and matrix in the divergence formula, the reader
will find Maxwell's equations.

Other volumic formulations [Ref. 19], especially formulations well
suited to finite element solution, can be found in the literature. This
kind of solution is not so easy to implement as finite volumes, because of
the implicit nature of the solution and radiation condition to verified for
open problems.

One finite element representation is:

V x 9 = J + o(D,b,E) . 9 + e a_
at

f _2:#-l.V x 1# dv + f* f dv = 0
V V

•T-aq •+ .V X dv = 0

for E x fi - 0 on all boundaries

$is a second order vector function.
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3.1.3. Implicit and Explicit Solutions. The causality of certain problems
forces the solution to be solved as an initial valued problem. In such
cases, each field or current quantity (at time t,) is computed from the
previously calculated values (t, 1 ,tv 2, ... ) and the source terms. For
terms involving partial derivative operators, the technique used (next
paragraph) will lead to either an implicit or explicit solution:

Explicit solution: This type of solution will not require matrix
inversion or linear system solving. Each localized quantity is
computed from previous known quantities in time and space. As
Maxwell's equations are hyperbolic [Ref. 20], the stability
criterion limits the time discretisation as follow:

6t Ax
c

This is valid for Maxwell's equation or line's equations. Finite
difference Yee algorithm is one of the famous examples which leads to an
explicit solution for Maxwell's equations [Ref. 211.

Implicit solution: In this case, the differential or
integro-differential problem has been transformed in such a way

to obtain a linear system. For Maxwell's equations, the
resulting matrix is full, very sparse, symmetric, .... (depending
on the solving technique). In all cases, the dimension is very

large and related to space discretisation. Stability criteria
does not exist for implicit solution.

One straightforward implicit solution is the Poisson's equation solved with

central finite differences Problems in frequency domain are always
implicit.

3.1.4. Matrix Problems. Electrostatic or electromagnetic problems
generate various types of linear and non-linear systems of equations which,
when implicitly solved, may be expressed as:

[A] . (x) - (y)

(y): Right term (Time dependent or independent)

(x): Unknowns (potential, fields quantities, currents, charges,

To express a system of equations as such, the problem must be approached
by a space discretisation (either for open problems). This procedure leads
to unknown quantities defined on volume centers, surfaces or edges. The
dimension of the matrix is defined by the number of cells (surfaces or
edges) multiplied by their degree of freedom:
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* Maxwell: 6 field components per volume, 2 components of currents

on surfaces, ... ).

* Poisson: Potentials localized at volume centroid or nodes or
surface and/or charge density for surface solving.

Depending on the numerical technique (finite elements, finite difference,
... ) and chosen model (interpolating functions, weighing functions, ... ),
matrix [A] may be very sparse or not, and/or may present interesting
properties (symmetric, Toeplitz, real, ... ). Each problem leads to a
specific case to be solved with the adequate linear system.

Because of the enormous number of unknowns, (typically 104 to 10' in
3D), a sparse matrix solutions is preferred because only non-zero terlns and
pointers need to be stored. Standard libraries offer a wide selection of
efficient FORTRAN routines that are well adapted to the linear systems.
Note that for sparse matrices, it is quite interesting to solve the linear
system without inversion. This increases the computing time (solution is
to computed at each time step) but saves memory requirements (matrix
inversion requires the full inverse matrix). This kind of solution takes
full advantage of the sparse matrix and solves large problems on moderate
computers.

3.2. FINITE DIFFERENCES (F.D.) METHOD

The basics of finite differences comes from the Taylor expansion of a
function with its partial derivative. Centered derivatives are commonly
used because they are automatically of 2nd order accuracy. This leads to
a more robust algorithm [Ref. 20]. Expansion of the f(x) function around
x. point gives:

f(xo + A/2) = f(xo) + f' (xo) + f"(x.) + O(A 2 )

f(x, - A/2) = f(x 0 ) - 4f'(x.) + -f(X) + O(A 2)

Subtracting each terms of the above equation leads to:

f(xo + A/2) - f(xo) - A/2 = Af'(x 0 ) + O(A)

From which we deduce:

af f •f(x. + A/2) - f(x. -A/2)Ix-x. A

Note that the two function values at x. are not required, and that the two
nearest points are used. Second order accuracy is achieved only with the
immediate right and left neighbors. This is the reason why non-physical
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parasite oscillations can sometimes take place. This relationship
constitutes the basis of 2nd order ,'inite difference algorithms denoted
"leap-frog algorithm" because 2nd order is achieved through two coupled
variables. The above formula can be easily expanded to multiple variable
functions and for non uniform meshes.

f2 -

Fig. 7: Centered finite differences mesh.

For a multivariable function f(x,y,z) there gives:

Ix~x. h1 .h 2(h1 ÷ +af h 2 k.(fl-fo) - h2. (fx-fo)

I1 2
2

,C 2

rX LX. k~l * h2kl FT)

af k •.(f-fo) - 2 .(-fo

a] .Z. 11.12(11 + 12)

where:

f = f(xo+h1 ,y,z) = f(X0-h,,Z)

= f(x,y .+k lz) f2y = f(x ,-h 2,y Z)

= f(xyZf+1 1) -= f(x,Y,zo-1 2 )

f. = f(xo,Yo,Zo)
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Similarly, second order derivatives are computed and lead to, for a uniform

mesh:

a2f] = 2 (f(xo,+A,y.,z) + f(x 0 -A,y,,zo) -2f(x0 ,yo,zo))

3.2.1. Application to Poisson's Equation. Solving Poisson's equation with
finite differences requires first a space discretisation. A 2D F.D.

meshing is represented hereafter in 2D Carthusian coordinates. Using the

expression of second order space derivative at each node of the meshed area

(except boundaries), numerical solution of Poisson is defined as follows:

A V + p 0

- (Vi.j + Vi•li + vij-1  + Vj _ - 4W j) 2 - pi

Y
Fronti•le de calcul

i [ I I I I i I I i I I

IF •il _f _l I li i

4- 4- 4 -4-1----1-

T- T -t I -I-I- I--I --
TT- 7 7 7 -- -1 -1-1-1--1-- 1-- r-- r
T- T T1 i -I ii

Fig. 8: Example of geometry POISSON problem with F.D. solving.

Boundary conditions are required to obtain a single solution. A Dirichlet

condition, (i .e., Voltage value on boundaries) is easy to implement because

boundary conditions are the required values for nodes connected to the

boundaries. This condition is implemented by imposing the known potentials

on the boundaries.

The problem is now expressed as follows:

[A) (V) - IS)

where:

(V) represents the voltage vector (All unknown potentials),
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(S) Source term which includes known charge density and Dirichlet
condition.

[A] Sparse matrix Each row is filled by at least 5 terms. The position of
these terms inside the row depends on the chosen node numbering.

An internal numbering may be performed in order to optimize the
presence of terms around the diagonal.

-4 1 1 0 0 - 0 0 0 0
1 -4 1 0 0 - 1 0 0 0
1 1 -4 1 0 0 1 0 0
0 0 1 -4 1 0 0 0 0

A- 0 0 0 -4 0 1 0 0

0 0 0 0 1 -4 1 1 0
0 0 0 0 0 - 1-4 1 1
0 0 0 0 0 - 0 0 -4 1
0 0 0 0 0 - 0 1 1 -4

Matrix inversion or linear-system solving gives the solution. This method
presents some drawbacks:

I: The shape of the object (and/or the boundary) is only represented
as a collection of cubes or parallelepipeds. This is due to
Finite Difference assumptions.

2: The Neumann boundary condition is not easy to introduce, and
leads to problems for irregular shapes.

3.2.2 Applications to Lines RADIATE Software [Ref. 9]. RADIATE is a
system analysis tool developed by MATRA to solve in various configurations
transient line problems either in conducted mode or radiated mode. The
library includes single line over a ground plane, 2 coupled wires over
ground plane, coaxial wire, Bus line, .... with generalized loading (R,L,C).
Conducted mode is simulated with a current/voltage source inserted with
terminal loads. Radiated mode results from an impinging electromagnetic
wave defined as follows:

"* User defined at line location

"• Aperture diffracted fields at wire location. They are computed
according to BETHE theory

Direct time and space line solving are performed with the help of the
finite difference technique.
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We will consider the case of a single wire over the ground plane, and
show that the finite difference algorithm is very easy to obtain. The line
equation is written as:

d d I +V
7V = -R I L 3L -V

dVdVLId

dI -G V dVC +1I

As we have two kinds of variables, time and space are half discretized to
produce centered 2nd order accuracy derivatives and obtain an explicit
solution.

DA

I poin,: V points:
a Time ->(u+lf2)Dt 0 Tmew ->aDt

L=Ui=c --> (k÷I/2) Locam ->k Di

Fig. 9: RADIATE I and V nodes.

A Finite difference algorithm is obtained with the following definitions:

dV 1/2)& n n

-CX Jt'-nt &F-

R (In.1/2 + in-1/2 _ L (In.1/2 1 n-1/z + n
- - 1"'k*1/2 k-1/2) -r -k-1/2 - k.1-2/ + Vs k-1/2

d I -xk~x rn:1/2 rn-1/2
S- k1/2 -'"k-1/2

-T'X Jt-(n÷ 1/2)AtI

G n .(i + Vk)- C (V,- _1 +n) n-1/2

After insertion of the above formula into the line equation and some
mathematical manipulation, an explicit solution is obtained:

at time t - n.AT for line potentials Vk at location x - kAx

at time t - (n+i/2)ht for currents jn-1/2 located at x-(k+I/2).A

as a function of the past line values and source terms:
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R ).-1/ +Vk-I - +

In-1/2 k-1/2 ----a- Vs k.1/2
k+1/2 (

The stability criterion •x< c is the only constraint of this algorithm

7 E)

which is very robust and powerful.
The above equations are only valid for all points which are not

connected to terminal loads.

Fig. 10: Boundary Condition in RADIATE software.

The end of the wire requires the selection of an I or V point. Then a

specific treatment is applied in order to insert terminal loading
condition. (R, L, C, Egen, Igen, Diode).

In RADIATE software, the terminal node is considered as the V point.
The space derivative d K/dx for the end of the line is then approximated

with a 2nd order Lagrange polynomial. The two nearest current values are

required to define weighting factors in the Lagrange polynomial. After

some mathematics, one derives a corrected finite difference equation,
including the kind of terminal loading. This technique is valid for all

elementary elements (R, L, C, voltage/current source) as well as non-linear

elements.
These equations are easily generalized to multi-lines. The following

examples illustrate the robustness of the algorithm and the interest of

such models.
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Iok LM - IB. I

V, Qv r

a so lam - its a
Timme - no

Fig. 11: E, H field coupling on a single wire.

Fig 12: E,H field coupling on a coaxial cable.

It

I9iAS - 100 CV/

0*

Time -ns

Fig. 13: Coupling of field to wire via an aperture.
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3.2.3. Application to Maxwell's Equations [Ref. 21]. The same technique
as presented for lines is applied to the Maxwell equations. Because of
multi-dimensional partial derivatives and time derivative, half-time and
space discretisation on electric and magnetic fields is applied to insure
2nd order accuracy. For a fully tri-dimensional problem, space is
discretized with elementary cubes or parallelepiped in all directions
(Carthusian meshing). The object is represented in this space by these
elementary shapes. Axi-symmetrical problems are quite similar and are
represented in the R,Z) plane with a collection of rectangles.

Insertion of derivative formulae under finite difference form leads
to an explicit solution. Actual electric and magnetic field components are
expressed as a function of known quantities in the past and the source
term. The numerical scheme is as the previous one, half time and space
interval interleaved.

z z

Tz

x ZR

L% EaEy. Ex 40 r.
Fff

Fig. 14: Nodes E and H for F.D.

Stability criterion limits the time discretisation according to space
meshing. For a non-uniform meshing, the, minimum time discretisation must
not exceed:

1At< <1
c I + I +

-&Fin TY.n

For a parallelepipedic meshing, discretized Maxwell's equations are
as follows:

H•'1 1 2 (i,j+i/2, k+1/2) = H•-1 1 2 (iJ+l/2, k+l/2)-

3h 4 (nhi j+l, k+1/2) - En'(i, j, k+1/2))-

-h ( h5 (En(i, j+1/2, k+l) - E(i, j+1/2, k))2hsh6(h15 +h6 )" y ..
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4.112( i+1/2,j, k+112) =H'1"1
2( 1+1/2,j, k+1/2)-

At = (h 5+h 6)(~i/~~k1

2 h h 2  h+ h 2 E Z u

H~12(+2 (nj+l/,k j, k~1 (+1/2)2 -k)-

=j+/2 k)l~2 -(1, j, +1/2,))-

H012hh(h 3+h4) 2,j+1/2,k= j+I1,k)2( -112,j+112,j k))

f h + h2HJ;i~,j+/, )- (yii +1/2,j)-/2k)
At =1 ý, (h 1+h2)(H 1 (I/2j/,k-

2ý.jh3h6 h5 4 u;112'i+2/2, jl,k+1/ -EB~i1/ 2 i12,,j k)) 2

2hh 4(h1 +h4)

At 2h*h(h1+h)(1 L12,j,k) ~~+1/2) - H-Jn(i-l/2,j,k)+l)-

3 + h4 (H,*" 2 (1 j+l/2 ,k+1/2,) -Hzn
1/ 2 (i ,j-/2 ,k-l/2,))-

At 3 4Q23+h4)

Th 2~cefcet eiefrec ircinteitra ewe n
H .nodes.y*/(i-1 ,jk12 Nn12( 12j~ -1)
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W I~

Thq Ia*

Fig. 15: Variable meshing for Maxwell F.D.

As for space, variable time stepping can be performed. This is a
volumic representation of Maxwell's equations. It is well suited to
phenomena involving volume treatment as the electrostatic discharge problem
or S.G.E.M.P. (nuclear induced system generated electro magnetic pulse)
problem. Scattered phenomena are also treated with this method [Ref. 22].
Note that in this case, wires models are often necessary to represent. A
specific formulation must then be developed to adapt volume treatment of
Maxwell's equations to very thin objects as wires [Ref. 22].

3.3. FINITE VOLUME METHOD (F.V-.)ý

One of the major difficulties concerning the use of numerical methods for
industrial purposes lies in the representation of 3D objects such as
satellites. The engineer has to mesh complex space, and the application
must handle the various elementary shapes of the mesher. Furthermore,
complex objects and various boundary conditions must be taken into account.

The finite volume method is very popular in numerical aerodynamics
and seems very powerful and adapted to solve volumic electromagnetic
problems. Realistic objects as well as accurate boundary conditions can
be easily implemented (This is not true for finite differences.), because
of the notion of numerical flux defined in the following section.

3.3.1. Basis of tl-.e Method. The first step of this method is to make a
volumic partition of the computational space surrounding the object:
cubes, tetrahedrals, pyramids, ... Maxwell's equations are then solved
taking into account their finite volume representation on each defined
cell.

3.3.2. Finite Volumes for Maxwell's Equations.

Method 1: Direct integration:

Direct volumic integration of Maxwell's equations leads to the following
relationships:
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Fayfi x 'ds =- V

ff fi x 17 ds V + a .a*

The time derivative is treated with centered finite differences.
The explicit iterating solution for centroid field values'(noted C)

is then obtained as a function of source term (Current density) and
quantities denoted flux involving surface field values (noted S).

S(j(As Si . illX :V11) -..Jni/2)

As for finite differences, this numerical scheme uses an interleaving
half time and space interval process to solve first for electric field E
and then magnetic fields H. Remarks:

* Cell quantity values require the knowledge of flux values (i.e.,
surface field values) related to the cell

"* An object can be represented with a collection of any elementary
3D shape (cubes, prisms, tetrahedrals, .. ). Boundary conditions
are automatically implemented on cell surfaces connected to the
object. A mixed condition using E and H local field can be
easily used.

"* Non-structured meshes are allowed.

-40. 5.4 =adun
H at4 ca culmine

Fig. 16: Flux and cells in F.V.
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At this step of computation, we need to evaluate in a self consistent
manner surface field quantities. Another computational step must be
performed to derive the required values:

E".1/2 - n Ej n,'jH- 1/2,Hn-1/2•
= iEH~l," , iH1 )

A simple scheme consists in the evaluation of surface field values through
an interpolating process from nearest centroid values.

!!i:E UB• g em x

Suface f zbobjet
r Vacumi (Compumnw M,)

Fig. 17: Boundary conditions for F.V.

- Common unslce OSudb

O Volume cenmud

Fig. 18: Computation of flux for F.V.

Method 2 Conservative flux scheme (Ref. 181 Apipllcation to electrostatic

This is another method that avoids the drawbacks associated with the
preceding method. The method consists of evaluating the surface flux
quantities from centroid values, with a higher order scheme than
interpolation. The starting point is the divergential form of Maxwell
equations defined as:

au + 8E + aF +8GW
-E ÷ 7-W
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0 D, Dy
oot

eo 0 D.

By 0
eo 0i 0 B

0 B- . B o

B. A0 D. o.
Ao 0 B.

B_ B. 0o

W.o Po 0

Numerical field evaluation is performed in each cell in two steps:

1: Field computation at cell centroids results from known flux values.
Time discretisation is defined as finite differences.

2: Flux computation is derived through the method of characteristics in
the 3 directions of space. This is obtained from analysis of eigen values
and eigen vectors of the jacobian:

Through the characteristic 1, U and E variations are obtained from
the jumping conditions. For a specific direction 1, one obtains:

tI Modes 0: A = 0 x (H. -H;) :0
x (E4- E;) 0

-Mode +c: A = +c.C &B - = I x (E - 4)

"Mode -C: I = -C.B {; - B= XX r - EK)

x 4 x cx oputaton sC x 41 +V r - P thC x d4M

The same computation is performed for the other directions.
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Oirection t

CeOlkle L

L L ESsH

Fig. 19: Flux splitting and field computation.

Such a numerical scheme is on development at TOULOUSE MATRA-space

center in order to derive the electromagnetic response of a complex object

such as a satellite, to an electrostatic discharge. This technique will

allow us to simulate thin objects and to represent as easily as F.D. an

open problem. The planned architecture of the software is represented

hereafter:

?91lllým sove T."dPly

Fig. 20: Electrostatic discharge - simulation.

3.4. METHOD OF MOMENTS (M.O.M.)

3.4.1. Basib of the Method. Method of moments (M.O.M.) [Ref. 23] is based
on the solution of an integro-differential system through variable
expansion. This method is able to solve any formal equation of the form:

L* f-g

where:

L is any differential, integral or integro-differential operator.

AI .. .. ... ..................
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The solution is obtained numeric-ally through a discretisation of the
integral and transformation of the integro-differential system into a
linear system.

The first operation is the definition of an inner product noted
<- - > and a family of functions: "the basis functions" I fi>. With
these assumptions, the unknown function f becomes:

> = I a-"

ai: unknowns to evaluate
Insertion of the development of this function inside the
integro-differential system and using linear properties, one obtains:

N

a1 (L - If> g

To obtain the coefficients, it is necessary to define a matrix. As
a consequence, we need to project the resulting above equation on another
family of functions (Weighing or testing functions) to build the linear
system.

< hi (b- ... hN)

We obtain finally:

a1 <hj L Ifi> -gj

gjE <hj I g

This can be written as:

[A] • (x) - (y)
where:

Wx} represents the unknown vector of coefficients, a1,

(y) is a vector which is defined as the projection of source terms
(function g) on the weighing functions

(A] is the matrix resulting from the L operator projected onto the
weighing and basis functions. By definition, this kind of solution leads
to an implicit solution.

The inner product is generally chosen for electromagnetic and
electrostatic applications as a surface integral:

<f 2 I f 2 >- 1f• f 2 ds
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The selection of weighing functions is derived by the nature of the problem
(scalar, vectors, physical quantities) to reproduce accurately the signal.
Furthermore, the combination basis functions and testing functions must be
easy to implement to:

allows an easy computation of matrix elements. In particular,
singularity treatment (on diagonal of the matrix) should be
solved under an analytic form. Infinite integral means that the
choice of basis or weighing functions is not well adapted.

* to obtain a matrix with interesting properties (symmetric,
Toeplitz, sparse, ... )

* to produce a well conditioned matrix, easy and fast to solve.

More commonly the testing functions used are:

testing function - basis function
- "Calerkin" method

"* Testing/basis functions - Dirac
- "Point Matching" method

"* Basis function - f(r), testing function - Dirac

- "Collocation" method

Development of functions with local support is generally preferred
(term H(rj) inside the basis function) because they lead to better
conditioned matrices.

Method function term

base j test i

Calerkin (global) aj 0 f (Y) fi(r)

Least square aj o fj(r)

Point-matching aj o 6j(r-rj) 6(r-r1 )

Collocation (global) aj 0 fj(r) 6(r-ri)

Collocation (local) 6(r-ri)
11(r) " ajkfk (r)

Galerkin (local) .I(rj jnk r) .(rj) • fk(r
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a, :Constants to evaluate
?(r) : Gate function
f /j(r) Basis function
6(r-rjji) Testing function (Dirac)
Q(r) : Function of r definite positive
e(r) Error equation or residual

3.4.2. . Integral Formulation in Frequency Domain. For most of the
problema, the choice of the E.F.I.E. formulation is more powerful because
of its generality. It is more difficult to solve than M.F.I.E. equation
[Ref. 24]. M.F.I.E. is only valid for closed objects. It raises numerical
problems for open objects, because in this case, currents have to be
evaluated on both sides of the object (very thin) producing ill-conditioned
matrices for implicit solution.

J4J

Fig. 21: KFIE and EFIE: Treatment of open objects.

E.F.I.E. avoids this problem, by means of quantities like current and
charge which are represented in this equation by the sum of both
contributions on each side of the open or closed object.

The following equation is to be solved in frequency domain:

ET(r) =E'(r) +ES(r)

S(r) =- J P(afff J(r'). eiJO" R dsl
4•i•1 R

+ ff E!V-v j(.rl) . e-ierv WRds}

ET(r) is the total electric field in the entire space. The total tangent
electric or normal magnetic field on the object will constitute the
boundary condition that we wili apply. It is well known on the object
(Pure metallic condition, impedance condition, ... ):

- Ohmic law is a simple example: gT(r) _
-

- Perfect conductor: ET - 0
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- Surface impedance condition: 97(r) + L•a h(r)

- Capacitive condition: 9T(r) -V•(r)

Other conditions can also be implemented:

• Polarization current representing a thin dielectric layer above

a conductive surface.
SA source voltage generator (Electric field gap on a wire is a
common mean to represent this source)

* Current generator, ...

The basis functions are vector functions that are very powerful to
represent easily tri-dimensional objects with complex shapes. With this
assumption, unknowns become scalar. The more commonly used functions are
the well known RAO and GLISSON functions [Ref. 24]. They are defined for
a triangular meshing of the external surface of the object as follows:

On Figure 22, triangles T, and T; have a common edge noted 1,

Ini

P.

Fig. 22: Patch elements from RAO and GLISSON.

Basis functions f are defined as:

Ao' fE T(•
2A;

J7rW) .7n.= (r t 1,f(r) 6 RT.2Aj

0 fET*U TI)

The selection of this kind of functions is very well adapted to 3D objects

0 the basis function is normalized on the ln edge
0 it forces continuity of the current component normal to the ln

edge on each triangles
0 J, coefficients represent the component of this current in the

normal direction of the edge l.. This property is very well
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adapted to insert efficiently an edge boundary condition (open

surface with J. - 0)

The same technique applies for basis functions on segments (Piecewise
linear functions). A specific function is defined to make connections
between surfaces and segments [Ref. 25]. The detail of the computation of

the matrix elements and source terms is not reported in this paper because
it is well documented [Ref. 26].

Applying as previously defined the method of moments (Galerkin), we
obtain. a linear system that describes the electromagnetic response of the
object at frequency w:

[ZI a (Jn) - IV)

Inversion or direct solution of the linear system gives the (J.) vectors.
Surface currents at a patch center can be determined from the definition
of surface currents versus basis functions. The computation of the
scattered field at any point in space is then achieved from E.F.I.E.
equation, since all unknown currents (Jo) are now known.

Such a software is operational at MATRA-space center. It is
presently validated for simple and complex shapes subjected to voltage/
current injection (MAROTS Satellite hereafter represented). Insertion of
more complex impedance electrical boundary condition has been implemented
and is under testing. The following examples make illustration of the
power of this method that is able to represent EMC/ESD problems with
complex shapes in various electrical configurations.

' P1009 late: l3m x It Current Injection IA

.09174

.09259

.07342

.06426

.045%t

.03677

02761 -fi

01"s5 IN Al

.0092

Fig. 23: Current injection inside a plate.
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Fig. 24: Ohmic patches on a plate under voltage injection.

Missile : --4. - D-=.7m 3000 edges
Incident Electric field Eyf277V/n, Hx=IA/mn, k(-z)

$ •-1 0 MH.

4501

3.502

2.503

2.003

1.504

1.04

5046

.00513

Fig. 25: Missile example: Scattering of an impinging wave.

179 Cylinder: I-ls- D-|.7m MM|eslon,24onmD

1.592 Incident Electric field Ey.277V/. Hxt-lAAm, k(W-)

1.394

1.196

..79"e

.6019

A039

Fig. 26: Scattering of a cylinder with aperture: currents.
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1019

917.2

815.7

714.1

612.6

511

409.5

308

206.4

104.9

3.335

Fig. 27: Scattering of a cylinder with aperture: Total fields.

Fig. 28: Current injection on the MAROTS satellite.
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3.4.3. Integral Formulation in Time Domain. Time domain solution is more
complex than the frequency solution because now, space-time coupled
variables are to be taken into account with propagating effects. The basis
of the method can be found in [Ref. 27].

The example of a simple wire structure is analyzed. A complex
tridimensional shape is treated in the same way owing to function bases
that are well adapted to tridimensional treatment as in frequency domain.
In another way, a surfacic object can be represented at a first order
approximation as a collection of wires connected as a grid.

Electric integral space time formulation: E.F.I.E.

Owing to the hypothesis of the thin-wire model; that is,

* Current uniformity around the axis.

* Thin radius

the electric space-time integral equation Is described as a function of
resulting current and linear charge density:

E .,(r , t) - _:! . aI (r ', 0 , c .... R _ . al (r ', t1 _ C 2' ') z
cf R at, _R2 -aqW ) r

1 Normalized vector at point r, tangent to the wire

1' Normalized vector at point r', tangent to the wire

9,(r,t) Incident field at point r and time t

'W= e' - f

R Distance from observation point to source point

I(r',t') Current at source point at delayed time t'

q(r',t') Charge at source point at delayed time t'

dl' Integration step along the wire

r' Source point

r Observation point

t'- t - R/c Delayed time

c - light velocity
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This equation is valid in all space, except source zones, i.e., the domain
internal to the wire with radius a(r).

Fig. 29: Wire geometry.

Basis functions

As in the frequency domain, basis functions are chosen. They are defined
as:

I(r',t') = j. z(r - rj,t' - ta) U(' - r) " V(t', - tj)

U and V functions are gate functions defining the application interval of
this relationship.

U(r' - r,) -U(s')- 8 '' - r• <A/2
10 -t ri > Aj12

V(t' - ti) - 1 I,-t 9S/
0 I t/ - r -r > SO/

As the function Iij is only defined on a segment of lengths A, the
space variable can be transformed as a curvilinear coordinate on wire path.
61 is the time increment at time step j and Ai is the length of the i
segment. The function Iij(r' - ri, t' - tj) is obtained by means of a
chosen interpolating function: In this case, we have chosen 2nd order
LAGRANGE polynomials. Second order means that we have at least continuity
of 2nd order derivatives.

Inserting this definition, the current and linear charge densities
become:
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1-1 m-n.2

L-1 -n-2p-sl11 (="'+ -i±. " q-T.2 z -

I m,.n +2JjBm-n

P(",t" + S - i jp •j t + t tj-

S"j: Curvilinear coordinate of the i segment center.

and

-- 2 if AR =r - r <0.5
n -

-1 if AR _r1 
- r > 0.5

in order to preserve interpolation for small segments.
In all cases, extrapolation must be avoided because the solution

obeys causality. This is the key of numerical convergence and stability.

Solving

The summation acting on the E.F.I.E. is discretised in Ns terms (Ns
segments). Taking as weighing functions Dirac, one obtains the following
equation:

-I - 9, ' c,,t) - ) if

_______ 0 c-A (r', 0' - C2 qW 0.[ IR at' + -' Rrl) 
3

ll/U : Normalized vector at point i/u

Another equation is to be used, owing to the properties of the
continuity equation. The first equation reduces to the following
relationship using properties of U and V gate functions inside I(r',t').



554 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

P, Aj/2 11 ail a,(-s" t-c") R". ai, (sC'i, t•i)
-- i T . f + -- •

R , atas
2 ' " R' ds;

I ISUtj = tv- R 1,u/c -

with the following definitions:

R'.= (sil) - Ir. - -s, s• l

Is i:'l A< /2 tj :5' - Sj/2

wsgnunt- centa

Fig. 30: Points i (source), u (Observation) and local variable s".

Linear System

The two above equations, seeming rather complex, define the linear system.
By insertion of the explicit form of current (Lagrange polynomials) and
selecting actual involved terms noted v and others that are associated to
known past variables (v-1, v-2, ... ), then we obtain an iterating linear
system from which currents and linear charges are obtained.

/= I' au,1.p)
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+ 6(r~.p) 1 a,u,. b+ I .... ... o "
p-o LG2 ,.bJ/
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With: I u N. for i1-,N.

jk-1l+ for I=-l,0,1

Term's Fl, F2, G1, C2 and Ia,b are constants, only dependent on the
geometry of the problem. Variables Ikv and ok.v are unknown currents and
charge density on segment k at time v. they are formally obtained from the
following linear system as:

+•T • f (.v-lL. .- )+ f/(qw-l, .q1)•
[A] • r 9 I + g(r,-k, " .) +) + /I(qV-4, ...q )

This solution is the basis of more complex situations where wire
connections, various boundary conditions and symmetries can be implemented
(ohmic condition, self or capacitive condition).

This formalism is easily expanded to complex wire geometry with
multiple junctions with help of Kirchoff laws (Ref. 29]. The formulation
is not changed because junctions are seen as corrections to the original
matrix without junctions.

Field Computation

The total field in space is the most important variable, because it is
accessible to measurements and constitutes the source for energy coupling.
It is obtained in outer source zones as the sum of the eventual incident
field and scattered field resulting from previous current and charge
density computation.

As in the frequency domain, the scattered electric field is obtained
directly from the definition of E.F.I.E. operator and insertion of basis
functions. The magnetic field is obtained from M.F.I.E. operator and
insertion of basis functions. In this case, M.F.I.E. operator does not
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fail, either with open surfaces or wires since the observation point does

not lie inside or on the source zone.
After some mathematical manipulation, the resulting fields are

obtained as a quadrature of charge density and current, weighted with

geometrical coefficients. For efficiency and time cost purpose, space

zones are splitted into 3 zones:

* Far field zone: I/R3 << 11R 2 - i

Fields are charge density independent, 1/R dependence

Intermediate zone: I/R 3 << I/R 2

Fields are charge density independent

Near zone: No hypothesis

Current and charge density dependent as depicted

on the following figure.

e dcm Zuiel ! Zonin .3

Log
R

Fig. 31: Field computational zoning.

As an example, far fields at u point express as:

Po- B-.2 (Fl .I
9,R. t) Tiz xaDi

Where Fl, F2 and D are only geometry dependent.
This result can be used for RCS evaluation for example. The following

examples illustrate some of the results obtained by means of this method

[Ref. 29] developed at the space-MATRA center.
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Fig. 32: Example of an antenna (Radiating mode).
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Fig. 33: Far field of the antenna.
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E

CUrrent on culprit TIII

time (nsec)

A
far end x-talk

near end x-talk

Current on victim TL

1.0

time (nsec)

Fig. 34: Example of cross-coupling.

4. Conclusion - Advantages/Drawbacks of These Methods

Needs in the space domain are very important under EMC/ESD aspects. The
problems are increasingly critical due to the increasing complexity and
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sensibility of the systems and their specialty (Long life mission, high
cost, no possibility of on-orbit reparation). As a consequence,
increasingly engineers must be educated to EMC/ESD science and related
simulation technique to anticipate and solve problems.

This problem is more critical for big systems like HERMES, or the
space station where ground testing cannot be performed at sub-system or
system level. Simulation will be the only means to demonstrate the EMC/ESD
immunity of the system.

Two main classes of problems are to solve:

Problems that require volumic treatment: Electrostatic
discharge, static plasma effects. All problems which require a
self consistent solution of Maxwell-Vlassov or Poisson-Vlassov
equations.

Fully surface problems where the target object is considered as
"a scattering object. This is the case for an impinging wave on
"a structure, current or voltage injection (EMC/ESD testing),
field penetration into an aperture, ...

For volumic problems, the treatment of the Maxwell equations by means
of finite volumes seems to be the more adapted in view of geometrical
representation, mathematical moderate complexity and ability to represent
boundary conditions (radiating condition with flux splitting selection,
electri, al condition). This method is very efficient:

* to reproduce accurately the geometry of the problem

* to apply various boundary conditions (Ohmic materials, surface
impedance, dielectrics, multilayers, ... ) in a natural way.

In all other cases where a volumic solution is not required, the boundary
integral equation solved by M.O.M. is strongly advised because this method
allows us:

* to reproduce with high accuracy the geometry

to limit the number of unknowns (Variables are defined only on
the object but in surrounding space for volumic formulation)

* to take automatically the radiating condition without numerical
artifact (Absorbing boundary sheets, big external cells to delay
the reflected wave, extrapolation 1/r, ... )

The mathematical formalism is more difficult to develop compared to
the volumic treatment. A surfacic mesher is required, but this technique
allows us to treat very complex situations on moderate computers (VAX, DEC
station). The following table summarizes the advantages and the drawbacks
of the various methods that are today widely used in EMC/ESD simulation.
The method of moments is clearly the more powerful because it is able to
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reproduce with the minimum of unknowns, complex geometrical situations with
a transparent radiating condition.

_1 M.O.M. F.D. F.V.

Operator Integral Differential Integral

Domain Frequency and Time Time
time

Pb boundary infinity pb Infinity-flux
selection

Objects 3D Surfacic kind: cubic kind: finite
mesher elements

Type Pb Implicit Explicit Explicit

Nb unknowns 1.5 Nl 6 N3  6 N3

Pb num. matrix num. Stability
inversion, instabilities criteria
Complex matrix,
Singular Stability

integrals criteria

Nl - Number of edges on the object

N - Number of elementary volumes representing the vacuum around the object,
>>NI

Software based on the method of moments in the frequency as well as

in the time domain are today running at MATRA-space center. They are able
to represent complex situations as on-orbit satellites. They allow us soon
to treat system aspects related to EMC, ESD, lightning, ... especially on
the projects that are difficult to test on ground because of their size.
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INTERNAL CHARGING AND SECONDARY EFFECTS

MANOLA ROMERO, LEON LEVY
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2, Avenue Edouard Belin
31055 Toulouse Cedex
FRANCE

ABSTRACT. The charged particle environment of spacecrafc includes as well
very low energy plasma (ionospheric cold plasma), storm particles of a few
keV and high energy particles trapped in the magnetospheric belts.
Initially, only the so called storm particles were held responsible for
surface charging and anomalies. Since 20% of the recorded discharges on
SCATHA occurred without surface charging, trapped high energy particles are
also a matter of concern and interest.

These particles have of course very different ranges within materials
and many electrostatic situations can be produced according to the
particles and materials.

Two questions are important to understand what happens when voltages
are built and then when discharges occurs:

1) What are the properties of materials and configurations that are
meaningful in order to observe high internal fields in the system? For
example, what are the various forms of conductivity (bulk, surface,
radioactivated...) and how can they be measured in the laboratory.

2) What happens to the charge when the voltage builds up (where are
they...) and when the discharge occurs (single and double layers, where do
the charges come from during discharges...)?

1. Introduction

Some satellites, such as DSP and MARECS A (see Fig. 1) present a time
distribution of events within the 0-6h range which is characteristic of
surface charging occurring during substorms. Others, such as Symphonie B
and Telecom 1-A [Ref. I] present a quite different feature, inferring that
a different charge-discharge mechanism is involved.

Skynet 2-OB is an example of quasi isotropic time distribution in
which the efficient part of the satellite environment is not obviously
correlated with local time, as is most of the low energy particles at
geostationary orbit. In SCATHA, 20% of the discharge recorded by the TPM
(Transient Pulse Monitor) experiment occurred without surface charging, and
were equally distributed through the orbit, and not correlated with
substorms.
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In order to understand these various behaviors, concern and interest
are to be given to problems such as:

- what happens when a part of a satellite is exposed to a given
environment?

- what happens to the charges when a discharge occurs?

2. Charge Build Up and Discharges

2.1. CHARGE BUILD UP

When a dielectric material is exposed to an electron beam, its surface
voltage increases until it reaches either a maximum value or a discharge
threshold.

The surface voltage is a consequence of the balance of various
currents such as incident beam (depending on the voltage), secondary
emission (depending on the material, the energy of the beam and the surface
voltage), and leakages depending on the conductivity (bulk and surface) of
the material - itself a function of the irradiation on going and the charge
repartition - and the geometrical configuration.

The Fig. 2a presents the equivalent RC circuit of the sample. Due
to the high time constant of this circuit (r - p.t is about several hours
long), the charges embedded are durably trapped within the material, and
the voltage due to these charges increases,

v(t) = Q(t)/C = .fJ(r)dt (Fig.2b)

Hence, the charge repartition has effects both on the resulting current J
through the conductivity and the capacitance C of the sample (for instance,
a layer of charge embedded in a dielectric can be considered as a
capacitance formed by a series of two capacitances respectively between the
layer and the front side and the layer and the rear side).

Discharges occur when V(t) reaches a critical value, usually around
-10000 Volts. The discharge is a physical process in which a fast transfer
of charges produces current transients.

We will describe several of these physical processes; for the sake
of simplification we will consider only electron transfer. The geometrical
configurations used as a reference are described in the Fig. 3. Samples
1 and 2 are connected to the satellite structure symbolized by its
capacitance C. and its voltage V. with respect to the ambient space.
Sample 3 schematizes a small patch of thermal coating in which the front
metallization has not been grounded to the structure.

2.2. DIELECTRIC BREAKDOWN

When a voltage is applied to a dielectric and no other opportunity of
charge transfer than through the material is possible, at last, when a
threshold value Vs is reached, violent charge transfer occurs along a few
tracks crossing the material which is highly ionized and even pyrolized
along these tracks.
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Fig. 2a: R-C equivalent circuit of sample.
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Fig. 2b: Charge build up.

The surface potential is neutralized. The physical processes by
which the neutralization occurs are a matter of research and debate. Some
models postulate the emission of the embedded electrons. It is more likely
that the surface neutralization is the result of the reattraction on the
surface of the ions that are produced in a plasma formed in some area of
the material (Ref. 2]. Surface and sub-surface channels have been
photographed at the S.E.M. (Ref. 31, showing evidence of the transformation
of the solid material into plasma. This phenomena is labelled by a in the
Fig. 3.

The threshold values of the voltages are usually very high in the
lab, and almost none of the cases of charge, measured in the SCATHA
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differential voltage

J, ®

• TD

"0~ absolute voltage

Fig. 3: Three classes of sample mounting, with schema of the electron
paths for various kinds of discharge.

experiments were high enough to compare with them (but one, the 10th of

June 1980, in ¼iich no discharge occurred).

2.3. INVERTED GRADIENT

In some cases, floating metallizations or floating cables can get a
negative charge with respect to the nearby dielectrics. Then, edge effects
(or field emission) can trigger a discharge which usually - due to the
smallness of the floating metallization - does not contain many charges but
- due to draining of these charges by the highly conductive metal - does
have high maximum currents I and very high dI/dt [Refs. 1, 4]. These
discharges are very dangerous, having a high capacity to link with the
satellite circuitry.

2.4. FLASH OVER

On an experiment set-up like the following (see Fig. 4), only charges
leaving the material -(blow-off) can be seen by the measuring system; a
probe current around the wire which grounds the holder.

Charges leaving the sample and that would be collected by the holder
or that slide along the surface as "flash-over" currents cannot be detected
by the probe. Moreover, when the total charge emitted by blow-off is
compared to the whole charge lost by the sample during an event (the
surface potential probe provides the information), it is observed that more
charge is lost during a discharge event than is emitted as blow-off. From
this, the flash-over current existence is deduced.

This process supposes that at some point a charge transfer is
triggered, for instance through a dielectric breakdown or, more probably,
due to edge effects.
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Li Surface
potential
probe

-.0 blow-off

Flash-over Sample

Holder

---wf Inductive probe
blow-off

Ground

Fig. 4: Sample mounting for flash over test.

At that point the electric field, initially oriented perpendicular
to the surface, becomes parallel due to the charge drain. Hence, a high
electric field appears and plasma outgassing from the material, or the
metallization, or both, is created. This plasma interferes with the
surface whilst charges are created by the emission stimulated by the ions
of the plasma, a propagation of the plasma at the surface occurs, so called
"bush fire arc discharge", and an emitted current is observed.

This process, schematized by b on Fig. 3 and by Fig. 5 was described
by Inouye [Ref. 5].

front of discharge

"BLOW -OF'

charged zone discharged zone

propagation .. "FLASH -OVER"

dielectric I
metallization

Fig. 5: Propagative discharge according to Inouye.
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2.5. BLOW OFF

In that case, when the discharge is initiated, part of the negative charges
is expelled toward the space. Different configurations can occur such as
(see Fig. 3) dielectric surface to space (i), satellite structure to space
(!), floating metallization to space (e), floating metallization to
dielectric surface then to space (f,f), dielectric surface to
metallization then to space (1,4)..

The common consequence of all these cases is that the global charge
of the satellite is changed and hence its absolute voltage, too, and a
space charge is created all around. Then, the probability that
electromagnetic interferences o,_cur is increased, due to the 'fact that a
larger surface of the satellite is exposed to the EM emission of the
surrounding plasma.

2.6. CONSIDERATIONS UPON THE PRE-DISCHARGE AND THE POST DISCHARGE STATES

It has been stressed that discharges occur in orbit at a voltage low when
compared to the dielectric breakdown threshold of the sample. Several
ideas have been explored to answer this question when no floating
metallizations or inverted gradient are involved.

Meulenberg [Ref. 6] has assumed that the clarges could form a double
layer (Fig. 6) with electrons embedded, so that an electric field large
enough to trigger a discharge could appear between the charge layers.
Instead, what was observed is the formation of a double layer after the
discharge has occurred.

impinging "low energy"

impinging "high energy" electrons (s 2 keV) electron

high secondary emission

a few microns

material

Fig. 6: Double layer according to Meulenberg (ions at the surface and
electrons embedded).

The experiments that have been performed to investigate this
possibility are [Ref. 2]. The evaluation as a function of the time of an
electric surface potential Vs(t) has been studied after it has been
submitted to three sequences of charging by electrons and discharging:

a. Charging/cutting off the beam/recording Vs(t).
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b. Charging/Discharging by closing briefly a switch/reopening the
switch/recording Vs(t) (beam off)

c. Charging up to the discharge obtention/recording Vs(t) (beam
off).
Figure 7 gives a schematic and simplified description of the various
experiments performed as well as the observed Vs(t) behavior.

electrons

electrons electrons +
$$ S

} Kapton 50y"

= lylmetaflishlat?

Vs -Vs -vs

S closed
brecadosn

I r t I t

team On beam Ott beam an beam Ott beamU an ba t
(cterging I (S opened I S opened

Lig.3 Lig 3b ig 3c

Fig. 7: Evolution (as a function of time) of a dielectric surface
potential Vs, submitted to different sequences of charging and discharging.

The first experimental sequence (a) leads to a surface voltage Vs(t)
decreasing with time (in absolute magnitude). The second sequence (b)
allows the observation of the "return voltage" build up after the surface
has been grounded. This "return voltage" build up is an increase of the
measured voltage without any new injected charge. It has been observed and
modeled by J.M. Siguier et al. [Ref. 2].

The third sequence (c) shows 'the return voltage build up after
occurrence of a blow-off discharge on the surface of the dielectric. The
resemblance between sequences (b) and (c) indicates that blow-off produces
a positive charge layer on the sample surface and that, afterwards,
embedded electrons migrate towards the surface under the effect of the
electric field radiated by the positive charge on the free surface.

It must be emphasized that the currents collected during the
discharge consist of both electrons and ions blow-off (emitted) by the
charged dielectric surface. Each species is observed depending on the
direction of the electric field at the sample surface and underlines the
importance of the "floating" testing configuration which allows for holder
voltage variation.
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The magnitude of the surface potential is about -7000 V before the
discharge, and falls to -1700 V after the blow-off. It first increases by
1000 V and 200 V according to the incident energy (20 and 30 keV resp.),
then starts decreasing monotonically after about 100 mm.

This can be regarded as a "return voltage" build up according to
reference 2 combined to a natural decay. Such a behavior can be explained
by the two electric fields existing inside the dielectric after the blow-
off which drift the embedded charges towards the surface or the backside,
depending on its positions. Compensating the "return voltage" build up by
the natural decay due to the conduction, we get results very similar to the
"return voltage" build up after a short-circuit of the sample.

Using the model of reference 2, we find that for the 20 keV
electrons, the amount of embedded charges is q - 4.E-7 C/cm2 and the depth
of the charge centroid with respect to the free surface is 1 - 1.4 mm. For
the 30 keV electrons we find that q - 4.4E-7 C/cm2 and 1 - 4 mm. The
agreement between the evaluated embedded charges before discharge and the
measured "return voltage" build up is fairly good.

As outlined by P. Coakley et al. [Ref. 7 and 8] it is important to
take into account the real orbital spectral distribution of electrons for
lab experiment. The table hereby enclosed (extracted from Ref. 7) presenz
the breakdown threshold as observed for various spectra of incident beam.

MATERIAL MONO-ENERGY MULTI-ENERGY

(keV)

Kapton perfore 130 mm -6,5 Discharges suppressed

Kapton 50 mm -13 Discharges suppressed

OSR S 200 -6&-12 -0.9 -2.8 (a)
according energy -3 -2.5 (b)

Mylar 50 mm -13 -1.9 -3.5 (c)
-2.4 -2.2 (d)

SPECTRA:
(a) [25 keV/l nA.cm- 2] + [3 keV/5 nA.cm- 2 ]
(b) [25 keV/0.3 nA.cm-2 ] + [5 keV/l nA.cm-2 ]
(c) f35 keV/l nA.cm-2 ] + [4 keV/7 nA.cm-2 ]
(d) [60 keV/9.3 nA.cm" 2 ] + [5 keV/3 nA.cm- 2]

3. Internal Electric Field

The previous considerations stresses the importance of the charge
repartition and the subsequent electric field and conductivity.
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3.1. PARTICLES SPECTRA AND RANGES

The space spectra indicate current densities which are decreasing functions
of the energy. With most of the particles (90% of them) of energies less
than 50 keV, deposition will be near the surface (within the first 15
microns).

Some typical spectra, as measured by SCATHA, are reported in the
Fig. 8. They represent various kinds of situations: quiet, substorm, post
substorm. A simulation spectrum enhanced in the 100-150 keV file that can
be obtained on the facility described in paragraph 4 is mentioned so as to
point out that all kinds of situations can be taken into account during
ground experimentation.

J>E (pA/cm2)
1000

100 ----- - - -- --- -- --- -------------

0.1.. .. 0,.. ,,

0 50" 10o Iso 200 250 E (keY)

Fig. 8: Electron spectra as observed by SCATHA (+ one spectrum used for
ground simulation).

The Fig. 9 presents the range observed in Kapton for monoenergetic

electrons impinging normally the surface with energy between 1 to 100 keV.
For other materials, except Hydrogen and heavy elements, a rather good
approximation of the range is obtained assuming that the penetration is
equal for all materials when the depth is expressed in g/cm2.

3.2. STORED CHARGE, ELECTRIC FIELD, CONDUCTIVITY, LEAKAGE CURRENT

This paragraph does not aim at giving precise results for such material but
the guidelines for an eventual computation.

The rate of charge deposited in the material can be calculated from
the continuity equation, in one dimension:

Que
Ij - - - - - - - - - - - - -- - - - - - - - - - - - -
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Fig. 9: Energy range relation of electrons in Kapton.

_ ap. =J

where:

x - depth in the dielectric,
r - charge density,
J - current density.

The current density appears as the sum of the conduction current Jc
(proportional to the electric field) and of the incident current Ji(x)

J(x,t) - Jc(x,t) + Ji(x,t)

where:

Ji(x,t) - incident current transmission (that could be extracted from the
figures given in 3-1), and

Jc(x,t) - (oD + KD*(x)) E(x,t)

where:

D- dark coniductivity,
K - radiation induced conductivity coefficient,
D*(x) - dose rate profile (first step).

So, the conductivity is a strongly varying function of depth in the
dielectric.
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The charge density p(x,t) can be determined as:

p(x,t) - p(x,o) + ÷ P dt'

The electric field results from the application of Poisson's law:

X

aE . p(x) and E(x) = E(O) + 1 fpx).dx7X_ --T-

where:

V - potential

e - sample permitivity
E(O) - electric field at the surface (x-o).

b) Computation of the induced conductivity
In the irradiated zone, the expression of the radiation induced

conductivity will be taken as:

a - aD + KD* or a - a. + KD'A

where:

D- dark resistivity
K - radiation induced conductivity coefficient
D- dose rate (computed from 3-1). It is a strongly dependent function
of the depth (x).
A - a coefficient < or = 1 that is suggested in the literature.

In the non-irradiated zone, however, there is also an induced
conductivity due to the local field. The conductivity for instance in most
polymers and dielectrics is a strong function of the electric field through
the Poole-Frenkel effect which allows detrapping by lowering the potential
barrier of the traps.

L. Levy [Ref. 9] has developed a method based on the surface
potential decay. Results obtained using this method have confirmed that
the conductivity depends strongly on electric field. We will assume this
field dependence to be the same as that used in the NASCAP code:

o(E) - oo ( 2 + Ch I-O4F)
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where

q3)1/2 = Poole-Frenkel coefficient

o- bulk conductivity of a sample not exposed to any radiation and not
subjected to any internal electric field (input data n*3 of the
materials properties of NASCAP).

q - charge of the electron
e - dielectric permitivity

c) Computation of the leakage current
The leakage current, computed in the non irradiated area will be

computed as:

JL - o(E).E(Ca)

with R - maximum penetration depth of the electrons, and such that for x>R,
P(x) - 0.

4. Description of an Experimental Array Used for Deep Charging Study

The SIRENE facility of CERT/DERTS is described here as a mere example of
what could be an experimental array dedicated to deep charging effect. The
main and specific characteristic of SIRENE is to yield an electron beam
with a spectral distribution corresponding to a substorm environment with
enhanced high energy particle fluxes. In order to do so, two electron guns
in the range of 0-30 keV for the lowest energies and of 0-250 keV for the
highest energies are used. The spectrum really impinging the sample is
refined using a multifoil scattering technique. Any reference spectrum can
be obtained with a rather good approximation; the spectrum most used being
the spectrum observed on SCATHA September 22, 1982; selected since it was
the richest with electron energies up to 100 keV. Figure 8 presents an
example of an enhanced spectrum that can be reached.

In order to study sun-aspect related anomalies, transient states
produced by shadow-sun passages can be studied simulating photoemission by
a proton beam. The table hereby enclosed summarizes the main
characteristics of this facility. Tests have been performed on layers of
pinched Teflon, metallized and with adhesive at the rear face. Whilst
irradiated with a monoenergetic beam of 30 keV, such samples always undergo
discharges.

"When irradiated with a beam of energy distributed between 0 and 200
keV - with the same intensity of 450 pA/cm2 - different behaviors are
observed depending on the quality of the rear contact and the thickness of
the sample (more precisely of the fluctuation of thickness around the
nominal value). With a good contact and a rather thin sample, no discharge
is observed; underlining the beneficial effect of penetrating particles on
bulk conductivity.
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OBJECTIVES:

*Study of potential hazard charging outside and inside the
satellite

*Study of voltage building on spacecraft dielectric

materials and equipment samples for geostationary orbit,
evaluation of materials properties and protections;

*characterization of discharges;
*study of solar orientation effect through simulation of

photoemission by proton irradiation;
*measurement of natural and radiation induced conductivity

of materials
FACILITIES:

*Pressure - 10-6 hPa;

*Spectral distribution of electrons (0-200 keV, 0-1 nA/cm2 )
representative of one day of activity tbd as required;

*monoenergetic protons within the 10-150 keV range (0-500

nA/Cm2 ) ;
*sample capacity of 15 x 15 cm2 ;
*instrumentation with photography, currents and voltages

probes (sampling at ' ns, bandwidth, 300 MHz).

Other tests performed on samples shielded - representative for instance of
cables - have shown the detrimental effect meaning the presence of
discharges only with an extended spectrum.

These kind of facilities can be used to measure the conductivity of
dielectric materials, either natural or radiation induced. To do so, the
sample is charged using the adequate electron beam, and the natural decay
of the surface voltage is observed with the voltage probe which has the
property that it does not alter the charge repartition and does not trigger
discharges.

5. Conclusions

Historically, ESD on satellites were considered only as a surface effect
and strong correlations with the local instantaneous environment - and more
precisely with substorm plasmas - were observed. Nevertheless, for real
orbital cases, these correlations were not that easy to establish, due to
the superposition of other factors such as sun exposure and condition of
coupling of the EM emission of discharge with the internal circuitry of the
spacecraft.

Since then, two trends of evolution have been observed. One is due
to the fact that the present missions of orbital systems tend to use
electronic components integrated on a larger and larger scale, of high
cadences, of large bandwidth, with the consequence that these components
are more sensible to perturbation and especially to currents - even low -
with a high frequency. The other is the progression of the knowledge
concerning surface discharges, and the elaboration of conception rules for
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satellites aiming at a fair reduction of the events observed. By the
implementation of the appropriate guidelines, spacecraft are already more
immune than they were in the past. The effort has now to be put on the
persistent few "non typical" remaining anomalies.

Hence, many of the events presently observed are due to processes
involving embedded charges and strongly depending on the properties of the
materials, and of the evolution of a rather badly known significant
environment - meaning the real environment observed by the real satellite,
and not mean values - of electrons from 0 to approximately 300 keV
cumulated during several hours, if not days. The processes also imply
small internal parts of the satellite, such as floating threads within
cables, the presence of which is not always well known. As a result,
further advances in the field will be obtained only by careful modeling of
the environment and its fluctuations, precise experiments on discharge
mechanisms and material properties measurement on adequate facilities, and
complete documentation of spacecraft at all steps of their development and
orbital life.
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TETHER PHENOMENA OBSERVED IN THE OEDIPUS-A EXPERIMENT

H. G. JAMES
Communications Research Centre
Department of Communications
Ottawa, Ontario K2H 8S2 - Canada

ABSTRACT. The OEDIPUS-A experiment was undertaken to address three areas
in basic ionospheric science: weak field-aligned dc electric fields in the
auroral ionosphere; large electrostatic probes; and bistatic wave
propagation. An instrumented double payload was launched on a Black Brant
sounding rocket from Andeya, Norway on 30 January 1989. An electrically
conducting tether between the payload halves was extended to a length of
960 m on a trajectory with an apogee of 512 km. The flight produced novel
data in all three basic-science areas. It also illustrated some
characteristics of the operation of tethers in space. From among the
results, a number of phenomena have been selected which are of general
interest regarding the behavior of large electrodynamic structures in the
ionospheric plasma.

1. Introduction

The OEDIPUS-A payload was launched from Andeya, Norway during an active
auroral display on 30 January 1989. After being placed on a suborbital
trajectory by a three-stage Black Brant X rocket, the payload separated
into two instrumented subpayloads. An important feature of this experiment
was a long insulated conducting tether connecting the two subpayloads.
This system was used to make passive observations of the ambient auroral
plasma and to stimulate the plasma. The major scientific objectives of
this project were:

to make passive observations of the auroral ionosphere, in
particular, the natural magnetic-field aligned dc electric field
Ell utilizing a large double probe;

to measure the response of the large probe in the ionospheric
plasma; and

to seek new insights into plane- and sheath-wave propagation in
plasmas.
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Initially it was planned to address all three objectives equally on
the OEDIPUS-A flight. After the payload design was compared with available
rocket capabilities, it was decided that the project would stress the
second and third objectives. Then, when a more powerful rocket became
available that could lift the payload to ionospheric altitudes where the
relatively weak Ell was certain to be observed, a second flight would take
place with the accent on the first objective.

The results from the OEDIPUS-A experiment are providing new insights
into the electrodynamic properties of large space structures. These
results complement the findings of other completed or planned
investigations into spatial tethers. Both the MAIMIK (Ref. [1]) and CHARGE
(Ref. [2]) experiments centred around plasma-probe interactions stimulated
by on-board energetic electron guns, whereas the OEDIPUS acted as large
classic double probe and applied active stimulation by means of
electromagnetic fields. The planned USA-Italy Tethered Satellite System
(Refs. [3] and [4]) will operate on NASA's Shuttle at low and mid
latitudes. It is principally concerned with electrodynamical processes,
such as that induced by the v x B potential, obtained on large structures
orbiting through a magnetosplasma.

The objective of this paper is to discuss new results from OEDIPUS,
both to convey some scientific notions and to comment on the ionospheric
plasma as an environment for experiments. The theme that is common to most
of the presentation is the role of the sheath surrounding solid bodies in
plasmas. All spacecraft orbiting through the ionospheric or magnetospheric
plasma have sheaths which, through electrostatic or electrodynamic
processes, can affect the operation of the spacecraft. This discussion is
intended to provide an introductory understanding of parts of the
experiment. References are included to literature that can be pursued for
details.

Section 2 deals with the characteristics of the OEDIPUS-A experiment
mission and flight conditions. The payload design is overviewed because
it reflects the different kinds of measurements and environmental
conditions expected. Sections 3 and 4 are devoted to two different results
from the experiment. Section 3 relates to the original theme of OEDIPUS
the tethered payload as a double probe for diagnostics of the auroral
ionospheric plasma. This part discusses how the requirement for
measurement of Ell in the high-latitude ionosphere led to a requirement for
active tests of the double probe. Section 4 describes how the data from
the transmitter-receiver pair HEX and REX were used in research on sheath
waves on the tether.

2. General Description of Experiment

2.1. PAYLOAD SCIENTIFIC INSTRUMENTS

The OEDIPUS-A instrumentation was mounted in two cylindrical housings
having the usual diameter for Black-Brant sounding rocket payloads, 43 cm.
Each subpayload was about 2 m long, and the total payload mass was 266 kgm.
Both subpayloads carried equipment for passive measurement of auroral
processes and other equipment for active experiments. In the first
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category were energetic particle detectors, triaxial flux-gate
magnetometers and plasma (Langmuir) probes. One of each was on the forward
subpayload and one on the aft. Passive measurements were also carried out
by a dc-VLF electric field probe connected to a 5-m dipole on the aft
portion. A package called the Tether Control and Monitor (TCM) was located
in the aft subpayload, and operated the ensemble both for passive current
and voltage measurements on the tether and for active determination of the
double-probe response characteristic. Finally a VLF-HF receiver, REX, was
connected to the aft 5-m dipole, for monitoring background radio fields.
Current-voltage response data recorded by the TCM are the subject of
Section 3. Section 4 is concerned with radio frequency data recorded by
the REX when it worked synchronously with a low power transmitter HEX on
the forward payload.

All of the TCM, HEX-REX and plasma-probe modes were synchronized
within a major frame that repeated every 6 s throughout the flight. The
major frame was composed of 12 minor frames, each of 500 ms length, during
which the TCM, HEX and REX executed one or other of their modes.
Temperature-stabilized oscillators provided the master signal for clocks
controlling these instruments. On the flight upleg before payload
separation, the two oscillators were hard-wire connected for exact phase
synchronism. After separation and throughout the remainder of the flight,
the stability of the now independent clocks assured event synchronization
among the TCM, HEX and REX. This permitted efficient use of the flight
time through rapid sweep modes in the three instruments. The other
instruments were not mutually synchronized, but rather ran freely
throughout the flight.

2.2 PAYLOAD SUBSYSTEMS

Several important subsystems were required for the unique objectives of
OEDIPUS A. Four of the most important are described briefly here: an
attitude control system for magnetic-field alignment, a tether-spool
system, a propulsion separation system and a relative attitude measurement
of the separated payloads. Other standard rocket support systems such as
the electrical power and telemetry systems are not described.

2.2.1. Attitude Control System (ACS). Experiment requirements called for
the alignment of the unseparated payload axis to within 1° of the earth's
magnetic field B prior to fore-aft payload separation at an altitude of
about 285 km. NASA designed and supplied the ACS which used a 3-axis
magnetometer as an attitude sensor. Argon thrusters provided pitch and
roll correction.

2.2.2. Tether Spool System. The principal functions of the tether-spool
subsystem were to deploy about 1000 m of conducting wire in a controlled
manner and to provide a continuous measurement of the deployed wire length
to ±1%. The heart of the system was a rotating spool holding 1300 m of
24-guage Teflon-coated wire. Slip rings on one side of the spool
communicated signals to and from the rotating spool. A magnetic hysteresis
brake on the opposite side applied a constant torque of 7.5 oz-in as the
wire was paid out. Rotation of the spool, and hence total length of wire
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deployed, was monitored by an optical sensor count of notches on the spool
flange. Rf isolation of the spool from the payload ground was necessary
for experiments with the HEX and REX. This was achieved by mounting the
spool assembly on nylon standoffs and by isolating the brake from the spool
with nylon couplers. A spool-to-ground resistance greater than 1011 0 was
obtained.

2.2.3. Separation Subsystem. An Argon-gas separation subsystem was
required to provide sufficient relative momentum to separate the two
payload halves to the final distance of 958 m. The gas system utilized two
matched uozzles mounted 180" apart in the forward payload. Initial
separation of the subpayloads was accomplished using four small springs
installed around the fore-aft separation plane. Immediately thereafter,
the Argon was vented through the nozzles, developing an initial separation
thrust of about 30 lb.

2.2.4. Relative Position Measurement System. The angle (T,B) between B
and the tether wire direction T was an important variable in the physical
interpretation of the tether physics. It was required to determine the
off-axis position of the forward payload referred to the aft payload and
the relative roll (spin) angle between the two subpayloads. An
image-intensified TV camera was located on the aft payload with its optical
axis parallel to the aft payload spin axis. The TV was sensitive enough
to detect thirdýmagnitude stars. Light-emittingdiodes (LEDs) were mounted
on the shell and on the boom tips of the forward payload to serve as
targets for the imager. The boom failed to deploy correctly, with the
result that its LEDs did not turn on. The body-mounted LEDs provided
detectable luminosity at a separation of 1.5 km. Although the attitude
analysis is not complete, it is hoped that the LED data will be able to
provide additional data for the absolute determination of the aft payload
attitude.

2.3. FLIGHT AND PAYLOAD PERFORMANCE

2.3.1. Trajectory Objectives. During experiment planning, the variation
of k,.B) with time for launches from several possible launch sites was
calculated by prime contractor Bristol Aerospace Limited. The trajectory
simulation, including such parameters as azimuth and elevation, was based
on known range boundaries and impact dispersion data of the Black Brant X
rocket. The Andeya Rocket Range near Andenes, Norway was selected over
four North-American sites because (T,B) remained significantly smaller
across the flight compared with flights from the other sites. This is
shown in Fig. 1.

The simulation showed that as the flight progresses, the
gravity-gradient force tends to align T with local vertical. Near flight's
end, the T direction has been rotated by as much as 6* in elevation. The
B vector moves in the same direction as T only in the Andoya launch case.
The computed angle (T,B) does not exceed 2" during the flight from Andeya,
which is several degrees better alignment than in the other trajectories
computed for Fig. I.
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Fig. 1: Values of the angle (T,B) between the tether and magnetic field
directions, computed along payload trajectories for launches from five
candidate sites.

2.3.2 Flight achieved. The OEDIPUS-A payload was launched using a
three-stage Black Brant X rocket at 2114:40 UT cn 30 January 1989 from
Andeya. An apogee of 512 km was achieved and 560 s of prime data were
recorded. At apogee, the payload was at an invariant latitude of 70.9° and
a magnetic local time of 00 h 11 min.

Figure 2 identifies some of the major payload events along the
trajectory. After deployment of probes and antennas was completed near 164
km, the attitude control system began to align the payload spin axis with
the local B. The alignment was complete and the spin rate adjusted to 0.7
rps at 285 km. At this time, the tether separation sequence bagan. Full
extension to 958 m was achieved a little past apogee. Telemetry data for
the tether length confirmed the smooth deceleration of subpayload relative
motion by the magnetic brake.

Because of winds, safety rules required the Andeya launch authority
to use a lower elevation than the optimal 85" assumed in Fig. i.
Consequently, an apogee of 512 km was obtained instead of the targeted
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Fig. 2: Sequence of major payload events along the payload trajectory,
with their time after launch in seconds: Attitude Control System-start,
121; Separation start, 175; Apogee, 408; Tether deployment complete, 450;
Re-entry at 80 km, 727.

620 km. An unexpected tip-off skewed the initial payload separation. This
was the principal reason that the (T,B) angle went as high as 5* during the
trajectory.

2.3.3. Scientific conditions during flight. All the scientific
instruments in the payload operated as designed. The OEDIPUS-A launch
azimuth was 46" west of geographic north toward a widespread aurora of
moderate intensity located several hundred kilometers north and west of
Andeya over the Norwegian Sea. Ground magnetometers at Andenes showed
modest activity during the flight; this was consistent with low ionospheric
absorption observed by the Andenes riometer. The Andenes ionosonde
indicated a strong E-layer with foE = 3 MHz and weak, diffuse returns from
the F region in the 4-5 MHz range.

The ambient ionospheric electron density profile along the
trajectory, as measured by both the plasma probes and by rf techniques with
the HEX and REX, exhibited fluctuations typical of those expected in the
auroral zone. At an altitude of about 290 km on the downleg, around 640 s
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after launch, a deep density depression was encountered which was
apparently related to signatures of geophysical origin in
potential-difference measurement and the energetic particle data. After
passing that depression, the payload experienced quickly rising densities
and passed through an E-region peak density at about 710 s, corresponding
to foE - 5.8 MHz at a peak altitude of 135 km. Further information about
the geophysical circumstances of the flight are reported by Ref. (5].

3. Double-Probe Stldies Using OEDIPUS

3.1 MAGNETOSPHERIC MEASUREMENTS WITH A DOUBLE PROBE

The OEDIPUS experiment was first conceived to measure Ell in the
magnetosphere at aur6ral latitudes. This field arises from the interaction
of the solar wind with the earth's magnetic field. Ell fields accelerate
charged particles into the auroral regions and are intimately connected
with the closure of electrical current between the near and distant parts
of the magnetosphere. Understanding of the overall dynamics of the
magnetosphere necessarily includes an understanding of E

Large electric fields of the order of hundreds of millivolts per
meter have been observed in the magnetosphere above a few thousand
kilometers altitude. How these fields map down to the densest parts of the
ionosphere at altitudes between, say, 100 and 500 km is an open question.
In the lower ionosphere, plasma is not tightly "frozen" to field lines, and
currents can flow at right angles to B to complete electric circuits

4 involving Eli's and parallel currents at higher altitudes. Clear evidence
about natural E fields in the ionosphere is an important part of the
complete picture of the magnetosphere.

Weak Eli values have been observed at ionospheric heights. The
reported values have varied significantly in magnitude, from tens of
millivolts per meter down to less than 100 pV/m. The measurements of small

values in the presence of much larger perpendicular E values has made
it difficult to interpret measurements of apparent Ell.

The OEDIPUS-A experiment payload was designed to improve the
observation of small E values. The payload would form a large double probe
in which the potential difference would be monitored between its two
subpayload parts. The sensitivity of the double probe for Ell detection
is determined by the physical separation of the subpayloads. If the noise
of the potential difference measurement is of the order of the thermal
plasma potential fluctuations corresponding to a typical temperature of 0 .i
eV, and if we wish to have a measurement of an E value of 1 mV/m to ±10%,
then the separation has to be about I km.

The Tether Control and Monitor (TCM) instrument on OEDIPUS measured
the potential difference between the subpayloads. It was designed with an
internal impedance that was high enough (1011 n) to prevent the double
probe from perturbing the measurement.

In order to understand the performance of the payload in the
high-impedance voltmeter mode, it was decided to build into the TCM
measurement cycle other modes that would provide a full picture of the
ensemble as a double probe. Four TCM modes were chosen. These are
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schematized in Fig. 3. Panel A shows the voltmeter mode. In C and D, the
plasma is deliberately shorted and the current between the payloads
detected. Panels C and D are very similar, and provide data that are
complementary to those from panel A.

The A, C and D panel data are interpreted in the framework of a
longstanding model of an electric probe in a plasma, the Langmuir probe.
Much theoretical and practical work on probes in plasmas has followed the
first research by Ref. [6]. Modern mathematical techniques for predicting
the distribution of plasma and fields around dielectric and metallic
spacecraft bodies are an outgrowth of the concepts used to explain the
Langmuir probe.

2kQ

10'"

MINOR FRAME 1.2,5,6,9 7,8 10.11 12

MODE VOLTMETER IV AMMETER-1 AMMETER-2
A B C D

Fig. 3: Schematics of the electrical connections of the Tether Control and
Monitor.
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Spacecraft-plasma interaction is an important concern in the design
of spacecraft. Since the TCM operates the entire payload as a double
probe, the TCM data permit a new test of the electrostatic probe theory.
The rest of this chapter is devoted to the interpretation of OEDIPUS TCM
data recorded in the mode that directly measures the double probe
characteristic. This is the current-voltage or "IV" response data recorded
using the connection in panel B of Fig. 3.

3.2 IV CHARACTERISTIC OF A LANGMUIR PROBE

Reference [7] has reviewed the quantitative theory of the Langmuir probe.
Ref. [8] have worked out the probe current response as a function of
applied potential for a cylindrical metallic probe moving through a plasma.
An example of the IV curve for OEDIPUS flight parameters is given in
Fig. 4.

It is beyond the scope of this article to provide the mathematical
development of the probe theory. The probe of Fig. 4 is assumed to be in
a flowing equilibrium plasma without a magnetic field. In this diagram,
increasing electron current to the probe is plotted along the positive
current (y) axis. Langmuir probes can have different shapes. However,
their response curves are qualitatively similar to that of Fig. 4.

A Probe IV characteristic has roughly three different regions. On
the left side of the diagram at high negative voltages, ions are attracted
by the probe and electrons are repelled. Near che probe surface, there are
more ions than electrons. The ion excess builds up to balance the negative
charge on the probe, establishing an ion sheath outside of which there is
no electric field. The flatness of the curve indicates that the dimensions
of the sheath change little as the voltage is increased. In this region,
called the saturation ion current region, the current magnitude is
determined by the combined effect of random thermal motion and ramming of
the probe through the plasma.

On the right side of the curve is the saturation electron current
region, which is characterized by an electron sheath. The slopes of the
curves and the dimensions of the sheaths in the two saturation regions are
markedly different because of the difference in the thermal velocities of
electrons and ions.

There is a point at about 0.5 volts where there is no field anywhere
between the probe and the plasma. This is the space potential. Both
charged-particle types move to the probe on account of their thermal
speeds. Electrons are more mobile, and the current is carried
predominantly by electrons.

As the probe potential is made increasingly negative with respect to
the space potential, the curve moves through its transition region. Ions
are increasingly attracted and electrons repelled. The electron current
here varies exponentially with the ratio of the potential energy to the
average thermal energy. The characteristic curve crosses the potential
axis at what is called the floating potential, equal in this case to -0.7
V. This is the potential that the probe takes by itself when placed in the
plasma. The floating potential has to be negative to balance the electron
and ion fluxes. In typical collisionless laboratory- and space-plasma
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IV CHARACTERISTIC FOR SINGLE CYLINDRICAL PROBE
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Fig. 4: Current-voltage curve for the aft subpayload considered a
cylindrical electrostatic probe in a flowing magnetoplasma, as predicted
by the theory of Ref. [8]. Parameters relevant to the OEDIPUS-A experiment
have been used.

diagnostic applications, the saturation current regions are used to
determine the number densities of the respective species, and the electron
temperature is scaled from the transition region.

Sheath thickness is closely linked to the notion of Debye shielding
in plasmas (Ref. [91). Electrons distribute themselves around a charge
excess and limit its range to the Debye length 10 given by

•D" •(1)

Where e0 is the vacuum permittivity
kT is the average electron thermal energy
ne is the electron density
q. is the electron charge.
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The thickness of the ion sheath around a floating probe is of the

order of ID- In the OEDIPUS experiment, the plasma frequency was around

2.5 MHz and the electron temperature 2000 °K, which made ID about 1 cm.

3.3 DOUBLE PROBE

OEDIPUS is unusual in that the entire subpayload bodies serve as the probe
surfaces. This in contrast to most electrostatic probe applications in
space where use is made of special probes whose current-collecting surfaces
are small compared to the area of the spacecraft upon which they are
mounted. With two subpayload bodies of approximately equal area, the
configurations in Fig. 3 must be analyzed as double probes. In the double
probe, a condition of current balance to the two probes is sought. That
is, solutions to both probe's IV characteristics are required such that the
net current into one probe equals the net current out of the other.

This balance is demonstrated in Fig. 5. The subpayloads are
connected as shown on the left side. The current balance condition is
illustrated by supposing for the moment that the two subpayload IV
characteristics, top and bottom, are identical and by referring the
discussion to the upper characteristic in Fig. 5. One payload operates at
potential V, and the other at V2 such that the difference V, - V2 equals the
applied voltage V, and such that the current drawn by one is exactly minus
the current drawn by the other. The symmetrical IV response on the right
side is obtained and, to first order, the extremities are just the
ion-saturation portions of the individual IV curves.

In Figs. 6 and 7 we come to quantitative results of modelling the
OEDIPUS-A double probe reported by Ref. [10]. The IV response curves,
observations in solid line, have the opposite shape to the usual form shown
in Fig. 4 simply because of the polarity convention chosen by the
instrument designers. Fig. 6 shows the double-probe IV characteristic
recorded by the TCM at 11 seconds after the payload separation started.
The tether length was 20 m. Fig. 7 corresponds to 353 s after separation
when the tether was at its final length of 958 m and the payload was on the
downleg part of its trajectory.

Reference [10] found optimal theoretical fits (broken-line) to the
observations. This yields measurements of the electron density, the
electron temperature, the payload velocity and the external potential
applied to the tether by natural effects. Good fits to the observations
are obtained except at the beginning of the voltage sweep. The authors
attribute the observed transient signal to relaxation effects following the
step-function application of the starting voltage -8 V.

The external potential obtained in the fitting process is a
combination of the effect of the ambient geophysical field and of the
potential T.vxB induced in the tether of length T moving at velocity v
across the magnetic field lines B. The vxB potential is the dominant
component of the total external potential. It is largely responsible for
the difference between Figs. 6 and 7. It is less than I V in Fig. 6, but
in Fig. 7 is sufficiently large to shift the double-probe sweep well away
from the zero-current point. The Fig. 7 curve is thereby confined largely
to the ion-saturation region of operation.
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Fig. 5: The synthesis of the IV characteristic of the OEDIPUS-A double
probe. This is obtained by solving a current balance equation for the two
subpayloads viewed as back-to-back probes. Each subpayload is a
cylindrical probe with the IV curves at the top and bottom. The combined
payload equivalent circuit is in the middle and its combined IV
characteristic is at the right.
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•ig. 6: Observed (solid line) and theoretical (broken line) IV curves for
the OEDIPUS-A double probe at 11 s after separation. Altitude - 306 km.

Tether length - 20 m.
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Fig. 7: Observed (solid line) and theoretical (broken line) IV curves for
the OEDIPUS-A double probe at 353 s after separation. Compared with Fig.
6, the asymmetry of the curve is caused by the external vzB potential
induced by the motion of the conducting tether across magnetic field lines.
Altitude - 455 km. Tether length - 958 m.

The external potentials obtained from the fitting agree well with the
values obtained by the TCM when operating in its voltmeter mode. The
temperatures obtained by the Plasma Probe and the TCM are in rough
agreement. A comparison of the electron densities measured by the TCM, the
plasma probes and an rf technique using the HEX and REX is given in Fig. 8.

The plasma probe and TCM curves are based generally on the same
electrostatic probe theory and yield comparable values. These are 1.5 to
2 times smaller than the values from the rf method. This illustrates the
widely recognized problem of obtaining absolute density values from
Langmuir probes. Possible difficulties in interpreting electrostatic probe
behavior in the ionospheric magnetoplasma been mentioned by Ref. [11].
Discrepancies between probe and rf techniques in orbiting spacecraft are
not as high, typically 20% (Ref. [12)). It may be that, in sounding rocket
payloads, additional processes prevent the probe from performing as assumed
in the theory.

Aside from the problem of absolute density measurements with the
tethered double probe, the OEDIPUS experiment on the large double probe has
indicated that useful measurements of plasma parameters are accessible via
the application of the conventional probe theory for flowing collisionless
plasma. This may help to put the modelling of spacecraft environments on
a better footing in the future.
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Fig. 8: Electron-density histories during the OEDIPUS-A flight as measured
by the Tether Control and Monitor (a), the plasma probe on the aft
subpayload (0) and the HEX-REX (0).

4. Sheath Waves

As already stated in section 3, a solid body in a plasma has an ion sheath
around it, on account of the relatively high mobility of electrons.
Besides being an important part of our understanding of the double-probe
IV response, the sheath plays another role that is examined in the OEDIPUS
experiment: the sheath around the tether wire supplies the vacuum gap and
the ambient plasma supplies the outer conductor of ar, effective coaxial rf
cable. The electromagnetic waves that are guided by the coaxial cable are
called sheath waves (Ref. [13]), and have a TM mode character. Sheath
waves have been under investigation for a few decades in the laboratory,
but the OEDIPUS project appears to be the first time sheath waves have been
deliberately excited and observed in a space setting.



JAMES 595

4.1. SHEATH WAVE THEORY

The formal description of the ion sheath in a magnetosplasma and the theory
for propagation in the coaxial sheath waveguide have not yet been
developed. Hence no theory is available for rigorous comparison with the
OEDIPUS results. The theories that most closely approach the OEDIPUS
conditions are for a) coaxial geometry in an unmagnetized plasma and b)
planar magnetoplasma geometry with propagation, magnetic field direction
and the planar surface all parallel.

A particular isotropic plasma theory for sheath waves has been
elaborated from the thin-wire moment method of Ref. [14]. Ref. [15] have
developed a computer program that is applicable to the analysis of the
OEDIPUS data. The payload is modelled as a single wire joining two end
plates as shown in Fig. 9. Immediately surrounding the tether wire is a
sheath vacuum gap of thickness 1.25 cm and of permittivity c0 . Surrounding
the whole structure is isotropic plasma with permittivity

f- _ 0 (l-X/U) 1 /2  
(2)

where X - (fp/f)2, fp is the plasma frequency, f is the wave frequency, U
- 1 - jv/w, v is the angular electron-neutral collision frequency and w -
2xf.

The solution of the wave equation yields phase velocities that are
somewhat slower than the speed of light c. Propagation has an upper
frequency limit f, - f./ý2. The expression for E has been modified after
noting that in the limiting case of T 11 B, the rf electric field is
perpendicular to B. In an anisotropic plasma, the perpendicular component
of the permittivity tensor dominates, with its zero at the upper hybrid
resonance frequency fur " (f 2 P + f 2') 1 / 2 rather than at fp, where fc is the
gyrofrequency. Therefore e in equation 2 has been arbitrarily adjusted by
replacing X with (f 2P + f 2c)/f 2 for comparison with the OEDIPUS
observations.

.4 m sq. END-PLATE MODEL 4 m sq

Pt

2Kohm 50V 100ohm
SOURCE LOAD

Fig. 9: Wire configuration for moment-method calculation of sheath wave
propagation along the OEDIPUS-A tether surrounded by unmagnetized plasma.
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Reference [16] analyzed the planar geometry for a cold anisotropic
plasma. Their dispersion curves typically show phase and group speeds
somewhat smaller than those for plane waves in vacuum at frequencies well
below the cutoff f,. As the frequency is increased to the neighborhood of

f, near fhý/ F , the phase and group refractive indices rise to values

greater by about an order of magnitude or more than the vacuum values.
When compared with earlier related work cited by Ref. [16], their results
confirm the importance of a vacuum sheath in changing the frequency
bandwidth of allowed propagation. Also, with f. and f. in a ratio similar
to that of the OEDIPUS-A experiment, the imaginary part of the phase index
indicates increased attenuation around f..

4.2 EXPERIMENT DESCRIPTION

Sheath waves were excited on OEDIPUS A by the HEX transmitter and detected
by the REX receiver. The HEX is a 2.5-W signal generator located in the
forward subpayload. It synthesizes waveforms from 20 Hz to 5 MHz, and also
modulates these with rectangular pulse envelopes. The HEX has three
different output levels: 1, 50 and 100 V•. As the major frame proceeds,
it connects to a 4.4-m dipole, to the tether or is disconnected.

The REX receiver in the aft subpayload has a bandwidth of 50 kHz and
can be centered with 50 kHz spacing anywhere in the range 25 kHz to 5 MHz.
During the major frame, the REX input cycled through connections to a 5.5-m
receiving dipole, to a tether voltage measurement and to a tether current
measurement. Figure 10 shows the different connection schemes of the HEX
and REX.

HEX 2 h% 2)

IOX
aRHX W EX R REX RE

MINOR FRAME 1.2.S.9 3.4 10.11 S 7.a,12
MODE PLANE WAVE TETHER WAVE TETHER WAVE SACKGROUNO BACKGROUND

A VOLTAGE CURRENT VOLTAGE C-"RRENT
9 C D E

Fig. 10: Schematics of the electrical connections of the transmitter HEX
and associated receiver REX.
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Connections B and C were designed expressly for tether-wave excitation.
Tether signal voltage across the 100-0 termination is recorded in B whereas
it is tether current in C. Connection A, showing HEX and REX connected to
the aforementioned dipoles, was intended for plane-wave experimentation.
Although some plane wave phenomena have been identified in the connection-A
data (Ref. [17]), it turns out that connection A also excites sheath waves.

The present discussion centres around the SHl frequency mode of HEX
and REX in combination with connections B and C. During a 500-ms minor
frame, the central frequency fi of the REX bandwidth was swept in steps of
50 kHz from 25 to 4875 kHz, dwelling on each for 5 ms. The HEX was
synchronized to transmit two 300-ps pulses in each band, one at frequency
fi - 12.5 kHz at 0.3 ms and one at fi + 12.5 kHz at 2.8 ms. The flight
data confirmed that the synchronization after separation was obtained to
within a few tens of microseconds.

4.3 ANALYSIS OF SHEATH WAVES

Figure 11 is a gray-scale representation of received signal strength from
the voltage-measuring mode as a function of both frequency and elapsed time
during the flight. A strong passband is observed from zero frequency up
to a sharp cutoff between 1.7 and 2.3 M1Hz. Above the cutoff is a stopband
extending upward to a frequency between 3 and 4 MHz, where a fairly strong
signal reappears. The signal between 0 and 2.3 MHz is identified as
sheath-wave propagation. As already discussed, the sheath wave theoretical

cutoff f. is thought to be somewhere between fp/ F2 and fuh/ F2 . The
plasma frequency f. was measured to fluctuate between 2 and 3 MHz during
the flight (Ref. [17]) and fur lay about 300 kHz above this. The observed

f. in Fig. 11 is about several hundred kilohertz below fur/ F2

2

U

Cl

0*

100 200 300 400 500 600 700
Time (seconds after launch)

Fig. 11: Flight survey of the strength of signal received by the REX in
the tether voltage connection (panel B in Fig. 10), using the SH1 frequency
mode. The fringe pattern is interpreted as tether-length resonances of
sheath waves.

il. .. . m •m m mm m m
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The curved fringe pattern in Fig. 11 provides strong support for the
sheath-wave interpretation of that signal. The pattern is thought to
manifest a sheath wave resonance condition between the tether length L and
the dominant wave number k. Suppose a sheath wave signal travelling toward
the REX end of the tether has phase 0. Because of the mismatch at that end
of the tether, most wave energy is reflected back toward the HEX end, the
phase being changed by a•l, by the complex reflection coefficient at the
REX end. This wave travels back to the HEX end undergoing a phase change
of kL. It experiences another reflection with another phase change 602 .
It arrives back at the REX end with a total phase change of 2kL + A01 + A02
- 2kL + a0. The first fringe from the bottom is interpreted as obeying 2kL
+ a0 - 2r. In general fringe maxima occur at

2kL + A4 - 2nn (3)

where n is an integer denoting fringe order.
The wave number k is a function of the frequency f and the plasma

parameters. Ignoring for the moment the plasma parametricii dependence,
the total reflection phase shift aO(f) has been found by trial and error
as the value which provides a single k solution at constant f for all n
fringes. A frequency independent value &0 - -1.4w is found to give a
unified solution across most of the band.

This is shown in Fig. 12. The box points were obtained from the wave
vc"tage measurements, panel B in Figure 10, and the triangles from the
current measurements, panel C. This constitutes a first-order measurement
of the sheath-wave dispersion relation. The waves are seen to propagate
somewhat slower than c, in that k/ko - (fA 0 )/(fl) - c/v# - 1.5, where v# is
the phase velocity. Furthermore k is mildly dispersive through most of the
frequency range observed. This is seen by evaluating the group speed. The
slope of the trace a(k/ko)/af 0.6/2.5 x 106 Hz-1. Expanding

a(k/ko) 1 1 ak 2nk) -1 c.

one finds a group index p. = 1.7 at f - 1 MHz.
At full tether extension L - 958 m, HEX pulses would travel the

distance L in L p./c - 6 ps. The SHI mode data are consistent with this,
showing pulses that arrive at REX within 10 ps of transmission.

The dispersion relation evaluated using the moment method of Ref.
[15] is overlaid as the continuous line in Fig. 12. The good fit to the
data confirms the ability of the theory to predict both phase and group
speeds of sheath waves.

4.4 THE EFFICIENCY OF SHEATH WAVE PROPAGATION

Sheath waves are remarkable for the efficiency with which they couple the
ends of the OEDIPUS payload. While it is difficult to interpret signal
levels at the REX end absolutely, the propagation efficiency is
demonstrated in two ways. First, maximum signals recorded in the middle

L_
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Fig. 12: Sheath-wave-numbers normalized to vacuum wave numbers scaled from
various fringes in Fig. 11. The voltage measurements corresponding to
panel B in Fig. 10 are plotted with triangles (a) and the current
measurements, panel C, are plotted with squares (0).

of the sheath-wave band change by less than 10 dB between the start and the
finish of the tether deployment. That is, there is little signal
attenuation over the 1 km tether. Second, values of the fringe order n
(eq. 2) as high as 10 are observed. In other REX data not shown, the decay
time for rf pulses is found to be about 50 As. Since the signal takes
about 6 As to traverse the fully deployed tether, this implies that waves
reflect several times before damping out in the waveguide. The multiple
fringes are another indication that sheath waves propagate with little
loss.

Electromagnetic sheath waves can be efficiently guided along
conductors in plasma. The calculations with the model in Fig. 9 show that
the signal coupling from one end of the tether to the other is tens of
decibels higher than in free space. This is consistent with the observed
spectra, of which Fig. 13 is an example. This graph of RAI signal power
was recorded using the current mode in Fig. 10C at 43 s after the start of
payload separation when the tether was 220 m long. The sheath-wave
passband signal power in 0-2 MHz is about 50 dB above the stop band
starting around 3 MHz. With sheath waves, subpayload coupling is increased
over vacuum conditions by 30 dB at 0.5 MHz and 20 dB at 1.5 MHz.

Sheath waves are therefore a significant design issue in the
electromagnetic compatibility of avionics at frequencies up to HF on large
metal space structures. Fig. 14 shows how the 0-f. passband may vary on

a worldwide scale. Height pr, files of f. - fur/ r encountered at four

equally spaced locations along a circular low-earth-orbit have been
produced with the International Reference Ionosphere (Ref. [18]) and a
magnetic field model. The variation of local f, with Local (solar) Mean
Time means that the sheath-wave passband and adjoining stopband will be
swept back and forth across the 0 - 8 MHz band during each orbit.
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Fig. 13: Frequency power spectrum of sheath-wave current detected by REX
using the connection scheme in Fig. 10C. This was recorded at a height of
362 km when the tether length was 220 m, 43 s after payload separation.

1 ece0- iI1

LEGEND
AeA..dtng Nod.; I" lot; 17:36 LMT

700\ ------ l8.o 1.t; 23 l:2 "LT28 ... Dcod Ig Nod.; 0* lot; S:23 [IT
D- -28* lot; 11:e0) LMT

500-

3 4: /1 6

Fig. 14: Predicted altitude profiles of the sheath-wave cutoff frequency

f. - fuh,/F2 for four points along a low-earth circular orbit. Date is 15

Jan 1995. Sunspot Number - 40. Orbital inclinati;,r- - 28' Orbital height
- 296 km.
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It is important to note other passbands in Fig. 13 besides the 0-f,
band. A sharp feature at 2.6 MHz and a band rising at about 4.5 MHz are
not predicted by the referenced theory. Other REX data show that these
bands at higher frequency have comparable levels to the lower band. Their
existence may require inclusion of magnetic field and hot-plasma effects
in the theory.

5. Concluding Discussion

The OEDIPUS results are good illustrations of the interaction of the
ambient ionospheric plasma with spacecraft. The OEDIPUS subpayload bodies
can be modelled as cylindrical probes because the response of the
double-probe payload agrees to first order with the predictions of existing
probe theory. The external potential difference between the two ends
induced by the vxB effect causes important effects. Any large artificial
structure in space will have large induced dc emfs that will affect the
electric fields and sheaths around it.

There are other natural energy sources that can perturb the
electrostatic fields around a spacecraft in addition to those considered
above. These include auroral precipitating particles at energies up to 10
keV and trapped radiation belt particles at somewhat lower latitudes with
energies beyond 100 keV. Solar radiation releases photoelectrons from
spacecraft metal surfaces, further complicating the description of the dc
electric field. In earth orbits below about 300 km, where abundant heavy
ions and neutrals are rammed by the spacecraft, atomic and molecular
processes are excited near the spacecraft skin. All of these effects are
included in elaborate computer-based mathematical codes that are used for
modeling spacecraft near environments.

The space plasma sets up a sheath around satellites that guides
electromagnetic waves efficiently. The implications for electromagnetic
interference and compatibility are clear. Whether positive use can be made
of sheath waves, for instance in communication$ capitalizing on their low
dispersion, remains to be seen.

The theoretical analyses of the OEDIPUS TCM and HEX-REX data herein
has a common limitation: the theory does not include the magnetic field.
The requirement, common to the double probe and coaxial sheath studies, for
cylindrical geometry leads to considerable mathematical complexity in the
general case when the cylindrical probe/tether and magnetic axes do not
coincide. Clarification of the basic physics in this more general case is
one of the next big steps for both probe and sheath-wave theory.
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RESULTS OF SPACE EXPERIMENTS: CRRES

E.G. MULLEN and M.S. GUSSENHOVEN
PL/GPSP Hanscom AFB, HA, USA 01731

ABSTRACT. Experiments on the Combined Release and Radiation Effects
Satellite (CRRES) are gathering the most comprehensive data ever taken to
measure the near-Earth space environment and its effects on satellite
operations. The data are showing deficiencies in our understanding of
space radiation belt models, microelectronic upset frequencies and total
dose degradation of system components. We describe the high energy
particle detectors and the microelectronic test package used to make the
measurements, the data handling techniques used to prepare the data bases,
the data comparisons with existing models, and how we are developing new
and better models. To conclude the report, we examine the dynamics of
cause and effect of spacecraft anomalies using CRRES data from the major
solar particle event period of March 1991.

1. Introduction

Almost immediately following the dawn of the space age in the late 1950s,
the near-Earth space environment was discovered to have energetic proton
and electron populations trapped by the Earth's magnetic field in "Van
Allen" belts named after their discoverer [Ref. 1, 2, 3, 4; and references
therein]. The realization that satellites and other space systems would
have to operate in this harsh radiation environment brought new meaning to
the area of scientific pursuit called "Radiation Effects". In the last
decade, as computer technology has advanced by leaps and bounds, the
advanced microcircuits that now support many of our everyday needs here on
Earth are being rapidly transitioned into space systems. With this
transition, the radiation effects arena is broadening due to the fact that
radiation particles can severely impact the functionality and lifetime of
electronic systems made with microelectronic components.

Theorists and modelers have spent countless man-years developing
theories and codes to predict satellite anomalies caused by energetic space
radiation particles. The anomalies have a variety of causes, many of which
are detailed in other parts of this conference proceedings. Five of the
most likely causes of environmentally-induced anomalies are: a) spacecraft
frame charging, b) material charging and discharging, c) single event
upsets in devices, d) total dose degradation, and e) high dose rate
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degradation. The truth test comes when space data are available to test
the models. On a fully instrumented satellite such as the Combined Release
and Radiation Effects Satellite (CRRES), cause and effect relationships are
readily discernible. Before examining these relationships, we show, in
Figs. 1-4, examples of CRRES measurements of each of the five candidates
for producing anomalies.

DeForest [Ref. 5] first identified spacecraft frame charging using a
spectrogram display of electron and proton measurements at geosynchronous
altitude. Figure 1 is a spectrogram of data from the Low Energy Plasma
Analyzer (LEPA) on CRRES taken on 10 November, 1990 during a charging
event. In each panel the color-coded differential flux is displayed in
grey-scale as a function of energy (ordinate) and time (abscissa). The
LEPA energy range is 100 eV to 30 keV for electrons and 10 eV to 30 keV for
ions. Electrons are shown in the top panel, ions in the bottom. The
spectrogram covers one full CRRES orbit, from perigee through apogee to
perigee. At high altitudes the hot electron population can produce a net
negative current to the spacecraft, charging it to negative potentials with
respect to the ambient plasma. To balance the negative current, cold (<
10 eV) positive ions are accelerated and collected by the vehicle. They
appear in particle detectors as an ion peak at the energy equal to the
potential difference between the plasma and the vehicle. In Fig. 1 the
peak is readily identified between .1 and I keV from 13:45 - 17:45 UT. The
electron population that drives the vehicle potential was identified by

6.Iun, .V L666t6 fTm 60l~t 10ml N• , Rll 6IID 141 2
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Fig. 1: Electron (top) and ion (bottom) spectrograms giving differential
energy flux perpendicular to the magnetic field in [particles (cm2 s
ster)-1] in grey-scale as a function of energy and universal time. Local
time and L-value are added ephemerides. The data are taken on 10 November
1990 by the Low Energy Plasma Analyzer on CRRES.
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Ref. 6 to have energies in the range of 20-50 keV. These electrons appear
in the highest LEPA channels concurrently with the charging peak. The
charging level decreases as perigee is approached at the end of the orbit
because the ion density increases with decreasing altitude, requiring less
acceleration to bring in a balancing current.

Material charging and discharging is measured on CRRES with an
Internal Discharge Monitor which records pulses in test circuits to several
different material and cable samples. The number of pulses per orbit is
plotted against orbit number in Fig. 2. The first 700 orbits occurred from
15 July 1990 to 9 May 1991. The pulses are discharges of accumulated
charge deposited in the samples over a period of time. The electrons
responsible for the charge accumulation have energies greater than those
which create frame charging, probably higher than a few hundred keV. The
exact range of these causative electrons is still under investigation [Ref.
7, 8, 9; and references therein].

INTERNAL DISCHARGE MONITOR DISCHARGES

S101

100

0 100 200 300 400 500 600 700
ORBIT NUMBER

Fig. 2: The total number of discharges per orbit, measured in 16 test
circuits in the Internal Discharge Monitor on CRRES, plotted against orbit
number from 25 July, 1990 to 7 May, 1991.

"Single Event Upsets" (where a single, energetic particle changes the
state of a flip-flop or memory cell location) were non-existent when
systems were made entirely from discrete devices. Now state-of-the-art
devices show a wide range of upset sensitivity to the protons and cosmic
rays ever present in space [Ref. 10, 11, 12, 13, 14]. Although much

research has been done over the last few years to better understand and
model SEUs, device sensitivity can still only be adequately determined by
test. However, we do not know if existing ground test procedures
accurately reflect what is happening in space. In ground testing the
devices are delidded and tested with protons and ions much lower in energy
than what penetrates into and causes SEUs in space systems. The particles
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which cause SEUs in space are usually so high in energy that shielding the
devices by metal enclosures does not alleviate the problem. Single event
upset (SEU) rates as measured in the Microelectronics Test Package (MEP)
on CRRES are shown as a function of L-shell in Fig. 3 [Note: L-shell will
be used throughout this paper. It Identifies magnetic field lines on which
particles are confined. On the magnetic equatorial plane and for a dipole
field, L Is equivalent to distance from the center of the Earth, measured
In Earth radii, RE]. The figure gives the combined upset rates of 35
devices, representing 12 device types which upset the most during the early
part of the CRRES mission. The peak in upset rate, near an L-value of 1.5
RK (Rz is one Earth radius), is also the peak of the inner radiation belt.
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1.0E-07--
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L-SHELL (Re)

Fig. 3: Single event upset frequency, from 35 proton-sensitive devices in
the Microelectronics Test Package on CRRES, plotted against L-value in
Earth radii. The data are accumulated from 25 July, 1990 to 22 March,
1991. The peak at an L-value of 1.5 coincides with the heart of the inner
radiation belt.

Total dose and dose-rate effects (usually leading to a gradual
degradation of the electrical parameters of a device), on the other hand,
have always been a problem, even with discrete components [Ref. 15].
Certain new technologies are extremely sensitive to total dose. Millions
of dollars are spent every year by members of the space community to
produce "radiation hardened" devices that will maintain their functionality
for ten years or longer in space. As with SEUs, total dose hardness of a
component can only be determined by test, and the standard ground-based
60Co tests may not accurately reflect radiation damage experienced in space
from energetic electrons and protons. Test procedures need to be verified
with space data and updated to accurately reflect in-space degradation.
Figure 4 shows the total dose behind 4 different shielding thicknesses as
measured by the Space Radiation Dosimeter on CRRES, as a function of orbit
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Fig. 4: The total dose measured behind 4 different shielding thicknesses
by the Space Radiation Dosimeter on CRRES, plotted as a function of orbit
number from 25 July, 1990 to 7 May, 1991.

number. The rate is easily ascertained by the slope of the curves. The
measured dose can be directly related to device degradation in the MEP and,
thus, to shielding effectiveness.

With the launch of CRRES on 25 July, 1990 at 19:21 UT, a unique
opportunity to investigate the high energy space particle environment and
its effects on advanced microelectronic components came to fruition.
Previous measurements of near-Earth space were used to produce the existing
NASA radiation belt models, but even taken together, the sampling of the
radiation regions was inadequate. In addition; the early instruments did
not have the sophistication in computer control or technology that today's
experiments have, and thus could not provide the energy resolution, pitch
angle coverage, and magnetic field data needed to map the particles back
to the equator or incorporate dynamic and quasi-static radiation processes
into the models.

CRRES, in an equatorial orbit, inclined at 18.1" to the geographic
equator, with perigee of 350 km and apogee of 33,500 km, cuts through the
hearts of the inner and outer radiation belts, spinning at 2 rpm. It
provides the platform for 20 experimental packages to characterize the
particle, field and wave environment of near-Earth space. With sixteen
particle instruments the satellite measures the complete equatorial pitch
angle distribution of electrons, protons and ions over the entire energy
range of interest. The orbit period is slightly under 10 hours which is
short enough to measure the dynamic evolution of radiation belt events.

In addition to the environmental sensors, CRRES has 3 engineering
experiments to determine the effects of the radiation particles on advanced
microelectronic components, on sample spacecraft dielectric materials and
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on advanced solar cells. The microelectronic testing represents the first
time both the space environment and device upset and degradation parameters
have been measured simultaneously to determine cause-and-effect
relationships. Previous to CRRES there has been only limited space testing

of devices. Much of the in-space performance of chips has come from

anomaly analysis or failure analysis of devices used to run operational
satellites. Although this data base has been useful, it is not adequate
to project lifetimes or upset probabilities of electronic devices or
systems in space. Also previous in-space testing cannot adequately
characterize chips in severe radiation environments since it has been
limited to regions of space (either below or above the major belt particle
populations) where few radiation particles are present.

The CRRES space radiation experiments and their affiliated agencies,
together with an artist's concept (to scale) of the CRRES satellite and its
orbit path through the Earth's outer and inner radiation regimes is shown
in Fig. 5. A listing of the instruments and agencies is also included as
an Annex. Well over 300 scientists and engineers from around the world are

participating in CRRES. Over 50 scientists and engineers participated in
the design and testing of just the Microelectronics Test Package.

This paper is organized as follows:
Section 2 gives an overview of the satellite, a listing of the full

range of particle, field and wave experiments on CRRES, a short description
of the high energy particle detectors to be used in producing the next
generation of static radiation belt models, and a complete description of
the Microelectronics Test Package.

Section 3 gives a description of how the data are prepared for
analysis and any assumptions made during "data selection".

Section 4 gives a first glimpse at what the new radiation belt models
will look like and how the CRRES data received to date compares with the
existing NASA Radiation Belt Models.

Section 5 gives early on-orbit results from the Microelectronics Test
Package (MEP) in terms of SEU sensitivities, total dose degradation,
shielding effectiveness, and correlations with particle measurements.

Section 6 is a discussion section in which we use measurements taken
during the large solar-magnetic storm event that occurred in March, 1991,
to address the impact of CRRES on the Space Radiation Effects Community and

preliminary results on spacecraft anomaly investigations.

2. Spacecraft and Experiments

2.1. OVERVIEW

The CRRES spacecraft was built by Ball Aerospace Systems Division (BASD)

in Boulder, Colorado under joint sponsorship of the US Air Force and NASA.

As shown in Fig. 5, the satellite is in the shape of an octagonal
polyhedron. The large solar arrays on top provide the power necessary to

run the spacecraft. The spacecraft was designed for a one year lifetime
guarantee, but with a 3 to 5 year lifetime goal. The spacecraft has enough
station-keeping propellant on board to maintain it on-orbit for 10 years.
Data is recorded on satellite tape recorders (2) twenty-four hours a day,
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Fig. 5: A schematic diagram of the CRRES satellite and its orbit with a

listing of the CRRES experiments and the agencies responsible for them.

7 days a week at 16 kbps. The data is transmitted to the ground daily via

the USAF Consolidated Satellite Tracking Center (CSTC) and passed to the
data reduction and distribution center at Hanscom AFB, HA.

The main body of the satellite is 37" high and 107" across the top.
It has the center cut out for attaching to the launch vehicle. The vehicle

weighed nearly 2 tons at launch but will be about 1.5 tons on orbit after

releasing about .5 tons of chemicals. On orbit, the spacecraft spin axis
is maintained such that the normal to the top surface, containing solar

panels, is always within 15° of the solar direction. The spin rate is kept

near 2 RPM. All experiments and booms are mounted externally or with
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external (to the spacecraft) viewing angles on the top, bottom or in 2 side
compartments (numbers 4 and 8) on opposite sides of the vehicle. Figure
6 gives a cut-away view of the spacecraft body with placement of
experiments, booms and chemical canister compartments. The radiation
effects portion of the CRRES mission consists of 23 experiments: 3
engineering test packages, 4 field and wave instruments, 14 particle
spectrometers and 2 dosimeters.
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Fig. 7: CARES experiments In Compartment 4.

very different particle regime to another. Three of the particle detectors
that give primary support to the REP analysis and the radiation belt model
upgrades will be discussed in greater dtail below. These instruents are
the High Energy Electron Fluieter (HEEF), the Proton Telescope (PROTEL)
and the Space Rdiation Dosimeter.

The field and wave experiments on CRRS support the particle
measurements inthe following ways: a) The measured magnetic field is used
to dterine te particle pitch angle, that is, te angle between the

magetic field and the direction of the measured particles. With a good
magnetic field model the particle pitch angle distribution at one point can
be maped to a distribution at any oher point on te field line. Tis

permits a major compression of particle measurements in three dimensions
to a two-dimensional empirical model on the magnetic equator. b) The
measured power in electromagnetic waves is used to assess pitch angle
scattering of the particles into the loss cone where they are no longer
trapped, but lost to the upper atmosphere. c) Measurement of the plasma
frequency gives an independent measurement of the plasma density which can
be used to cross-calibrate lower energy particle detectors. d) The wave
spectru is used to identify wave modes and sources of free energy
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Table 1: Instrument locations and line of sight.

INSTRUMENT LOCATION LINE OF SIGHT

1. MICROELECTRONICS TEST PACKAGE COMP. 8 IN SPIN PLANE

2. INTERNAL DISCHARGE MONITOR COMP. 8 IN SPIN PLANE

3. GALLIUM ARSENIDE SOLAR PANEL TOP TOWARD SUN
EXPERIMENT

4. SPACE RADIATION DOSIMETER COMP. 8 IN SPIN PLANE

5. MOS DOSIMETER COMP. 8 IN SPIN PLANE

6. HIGH ENERGY HEAVY NUCLEI COMPOSITION COMP. 8 IN SPIN PLANE
EXPERIMENT

7. MEDIUM ENERGY ION MASS SPECTROMETER BOTTOM 75° FROM SPIN
AXIS AFT

8. LOW ENERGY ION MASS SPECTROMETER BOTTOM 45° & 75° FROM
(2 DETECTORS) SPIN AXIS AFT

9. MASS ION COMPOSITION SPECTROMETER COMP. 4" IN SPIN PLANE

10. LOW MASS ION COMPOSITION COMP. 4 IN SPIN PLANE
SPECTROMETER

11. PROTON SWITCHES COMP. 4 IN SPIN PLANE

12. RELATIVISTIC PROTON DETECTOR COMP. 4 IN SPIN PLANE

13. HIGH ENERGY ELECTRON FLUXHETER COMP. 4 IN SPIN PLANE

14. PROTON TELESCOPE COMP. 4 IN SPIN PLANE

15. SPECTROMETER FOR ELECTRONS AND BOTTOM 30° & 70° FROM
PROTONS (2 DETECTORS) SPIN AXIS AFT

16. MEDIUM ENERGY ELECTRON SPECTROMETER COMP. 4 IN SPIN PLANE

17. ELECTRON PROTON ANGLE COMP. 4 25* BELOW SPIN
PLANE

18. LOW ENERGY PLASMA ANALYZER COMP. 8 IN SPIN PLANE

19. HEAVY ION TELESCOPE COMP. 4 IN SPIN PLANE

responsible for diffusion processes, which to first order control the belt
locations and densities. e) Models of the plasma and wave regimes are made
and used with X models to produce quasi-static and dynamic radiation belt
models. f) Spacecraft charging events will be identified to determine
their effect on particle measurements and instrument operations.
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Table 2: Particle detector characteristics.

01O AGENCY 149ASURJINET ENRG AWMJLAR

RESOLUTION RESOLUTION

701-6 AF*L ELECTRONS 10 eV - 30 kGV 31 *2.8* z *4.0*
UHANUEL STANDARD NODS
ISIULARD O 2.8* z 40.3

LOSS ConK NODE

701-53 AEROSPACE ELECTRONS 20 - 250 key 35Z 42.0° x *".0°
MAX PLANCK PHOTO=N 40 k@V - 2 NoV 351

307-3 LOCKHEED ELECTRONS 20 keV - S MoV 24 (CHANNELS* 6* CONICAL
PROTO S300 keY - 10 Nov 48 CNhELS. 6* COKICAL

307-8A L IoNs 0.1 - 32 keV/Q 10Z 5" COMICAL

307-8D LOCKHEED IonS 20 - 8000 101 4" CONICAL
k*V-A4U/O

701-11B AEROSPACE IonS 40 ev/Q-40 keV/Q 7.51 :6 I 150
LASL

701-I1A AEROSPACE IONS 30 - 300 k*V/Q 101 1" COMICAL
MAX PLANCK

701-11C AEOSPACZ IoNS 100 keV/AM - <101 6V CONICAL
15 NMV/MU.

701-5A A]ERSPACZ ELECTRONS 30 keV - 2 MoA 1i C2IAXWE* (+30 - "11') z *11"

701-4 A.10, ELECTRONS I - 10 Nov 10 CHAlNEWS* *7.5 CONICAL
PAAIMETRMCS

701-8,9 AFO0. PROTONS 1 - 100 MAV 24 CHAImNELS* +10 z10 LOW ENERGY
E]ASVUIL *12* z ±17 HIGH EERGY

MIT

701-7A AEROSPACE PROTONS 20 - 80 NoV 20 - 40 Nov 180* CONICAL
40 - so MAY

701-71 AEROSPACE PROTONS .320, -440 NOV 2 CHANN3EL5

604 U. CHICAGO IONS 20 ->500 NOY/AM <II 1 CONICAL

S* CHAIIN[M DFEIPNDENT ENERGY RESOLUTION

We turn now to discuss in greater detail the three high energy

detectors mentioned above and the HEP, since these instruments provide the
primary data for analysis in this paper.

2.2. HIGH ENERGY ELECTRON FLUXMETER (HEEF)

HEEF is a solid state spectrometer designed and developed to measure
differential electron energy spectra in 10 energy channels from 1 to 10
MeV. The instrument is of a telescopic design with two solid state
detectors (each 700 micrometers thick) stacked in front of a BO
scintillating crystal. The front solid state detector has an active area
of 100 mok2 and the back an active area of 50 m 2

. Figure 9 shows a
schematic of the sensor head. In order to be counted, an electron must
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Fig. 9: Schematic diagram of the High Energy Electron Fluxmeter (HEEF).

produce a triple coincidence of pulses in the two solid state detectors and
the BGO crystal, and have an anticoincidence with particles detected in the
annular plastic scintillator surrounding the BGO crystal. The system works
as follows: Each electron between 1 and 10 MeV that enters the detector
through the aperture produces pulses in the two solid state detectors and
photons in the BGO crystal. The photons produced in the crystal are seen
by a photomultiplier tube (PNT-A), optically coupled to the crystal. The
photomultiplier tube produces charge pulses proportional to the number of
photons seen. The charge pulses seen in coincidence are all pulse-shaped
in a shaping circuit. If the 3 pulses all fall within the proper broad
pulse height range, the BGO crystal pulses are further analyzed in a pulse
height analyzer and placed into the proper energy electron counter bin for
transfer to shift registers for satellite readout. The registers are
serially read every 0.5 seconds and stored by the satellite data storage
and telemetry system. This produces a data base of 2 measurements per
second per energy channel

The largest problem with measuring MeV electrons, especially in the
CRRES orbit, is contamination due to high energy protons and electron
bremsstrahlung. Great care was taken in the detector design to try and
eliminate all counts other than the 1 to 10 MeV electrons which come
directly in the aperture. Protons that come directly down the aperture are
not counted because they have excessive energy loss in the solid state
detectors (for protons with energies lesa than 100 ReV) or in the BGO
crystal (for protons with energies greater than 30 ReV). For particles
which can penetrate the heavy shielding (greater than 140 ReV protons and
greater than 20 MeV electrons), the annular plastic scintillator produces
anticoincidence counts which reject the particles being counted. A .006
inch beryllium foil stops electrons less than 140 key that directly enter
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the aperture. The tungsten collimators and shield reduce bremsstrahlung,
and the magnesium housing reduces bremsstrahlung production from less than
10 MeV electrons. The detector rejection of unwanted particles seems to

have worked extremely well in that the data taken on orbit have been
remarkably free of background contamination.

2.3. PROTON TELESCOPE (PROTEL)

PROTEL consists of two solid state detector assemblies (sensors) which
measure protons from 1 to 100 MeV. The low energy sensor measures protons
from 1 to 9 MeV in 8 contiguous energy channels. The high energy sensor
measures protons from 6 to 100 MeV in 16 contiguous channels. The two
sensors operate much like HEEF in that they consist of detector stacks in
a shielded assembly that have to satisfy certain coincidence/
anticoincidence conditions to produce particle counts. A schematic of the
high energy sensor head is given in Fig. 10. Each system works as follows:
a proton with energy between 1 and 9 MeV (6 and 100 MeV) that enters the
low energy (high energy) sensor through the aperture produces pulses in the
stacked solid state detectors. Two types of detectors are used, surface-
barrier and silicon-lithium-drifted. The low energy detector uses five
surface barrier detectors: the first 4 in coincidence to determine the
input particle energy and the 5th behind an aluminum absorber in
anticoincidence to reject particles above 9 MeV. The high energy sensor
uses a total of 6 detectors, the first is a surface barrier detector and
the rest are silicon-lithium-drifted. The first 5 detectors are used in
coincidence to determine the input proton spectra and the 6th in
anticoincidence behind a brass absorber to reject particles above 100 MeV.
The energy lost in the silicon detectors by incoming protons determines the
incoming particle energy. Pulses from individual detectors are pulse
height analyzed and fed to an on-board microprocessor which performs the
logic analysis to determine when double or triple coincidence pulses
(simultaneous energy deposition in two or three detectors) are of the right
pulse height to be counted. The processor puts the counts into the proper
energy bin and feeds the data to the satellite storage and telemetry system
at a rate which provides a 1 sample per second data base.

As with HEEF, contamination from high energy protons presents the
biggest problem in producing an accurate data set. Great care was taken
in the design to eliminate as much contamination as possible. Each sensor
has a collimatoT made of aluminum in a saw-tooth pattern (see Fig. 10) to
reduce forward scattering of particles into the acceptance cone. The
sweeping magnet sweeps out electrons that would contribute to higher
background levels in the first detectors. The passive shielding
configuration of aluminum (Al) and a tungsten alloy (W) is shown in Fig.
10. The high energy sensor also has active anticoincidence rejection via
guard rings around the silicon-lithium detectors. The ring is part of the
same silicon wafer as the detector but is electrically isolated from it.
Pulses detected in the detectors coincident with pulses detected in the
guard rings are discarded. For most portions of the CRRES orbit the
shielding and anticoincidence rejection do an excellent job, but at the
inner edge of the inner proton belt where high fluxes of greater than 100
MeV particles exist, contamination levels can become significant. As will
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Fig. 10: Schematic diagram of the high energy head of the Proton Telescope
(PROTEL).

be discussed below, extensive modelling of the detector is used to reduce/

eliminate the data contamination in the inner belt region.

2.4. SPACE RADIATION DOSIMETER

The dosimeter is the work horse of the particle detectors and provides a
well-calibrated level of radiation dose for intercomparison with other
instruments. It is essentially the same design as the dosimeter flown on
the DMSP F7 spacecraft with great success [Ref. 18, 19]. The Space
Radiation Dosimeter measures the radiation dose, that is, energy deposited,
from both electrons and protons behind four aluminum hemispheres of
different thickness. We refer to the four measurements in terms of
progressively thicker shielding with 1 being the measurement behind the
thinnest shielding. The dosimeter also provides information on the number
flux of electrons and protons at energies above the thresholds defined by
the shields by counting the number of energy deposits. Figure 11 is a
schematic drawing of one of the four sensors of the instrument. The solid
state device selected as the active measuring element is a p-i-n, diffused-
junction silicon semiconductor with a guard ring, permitting a threshold
of 50 KeV to be set for the energy deposition in the device. This allows
the detection of both the high energy particles and most of the
bremsstrahlung produced in the shield without compromising on-orbit
lifetime. The devices used in this detector are 400 microns thick. The
Dome 1 detector area is .008 cm2 . The detector areas under Domes 2 and 3
are 0.015 cm2 and under Dome 4, 1.00 cm2 . Thus, the latter three detectors
are planar in nature. The thickness of the domes were chosen to provide
electron energy thresholds for the four sensors of 1, 2.5, 5, and 10 Mey,
and proton energy thresholds of 20, 35, 51, and 75 MeV. Particles that
penetrate the shield and bremsstrahlung produced in the shield will deposit
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Fig. 11: Schematic diagram of one of the Space Radiation Dosimeter
detectors on CRRES.

energy in the device producing a charge pulse. The charge pulse is shaped
and amplified. The pulse height is proportional to the energy deposition
in the detector. The characteristics of the detector and the threshold are
such that energy depositions between 50 keV and 1 NeV give what is termed
the low linear energy transfer (LOLET) dose. Depositions between 1 KeV and
10 MeV give what is termed the high linear energy transfer (HILET) dose.
The LOLET dose comes primarily from electrons, high energy protons (100-200
MeV), and bremsstrahlung. The HILET dose is primarily from protons below
100-200 MeV. A full listing of detector parameters is given in Table 3.

The dose is directly proportional to the total energy deposited in the
detector. The omnidirectional number flux can be estimated by modeling the
energy deposition from an assumed distribution and matching the predicted
and actual response. The dosimeter is periodically calibrated in-flight
with a weak (approximately 0.3 nCi) Am-241 source that emits 5.5 MeV alpha
particles. Between the source and the detector is a thin foil that changes
the shape of the spectrum such that it peaks near 3 1eV with a half width
of 1 to 2 MeV. By having the source in the dosimeter it is possible to
measure and correct for any changes in operating efficiency, and thus get
accurate long-term dose measurements.

To determine areas of potential SEU upsets in near-Earth space, the
dosimeter also has the capability of separately counting very high linear
energy transfer (VHLET) deposits in its solid state detectors. The
characteristics of the detector and the threshold are such that energy
depositions above 40 MeV in detectors 1, 2, and 3, and 75 MeV in detector
4, are counted as very high linear energy transfer dose or "nuclear star"
events. The "nuclear star" counts come from high energy proton
interactions inside and/or near the sensitive device element or by direct
energy deposition from heavier cosmic rays. Unlike the DMSP F7 dosimeter,
the detector sizes and thresholds are such that there are no possible path
lengths long enough for direct energy deposition from protons to trigger
VHLET counts. Counts for each of the 5 measured parameters, LOLET dose,
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Table 3: Space Radiation Dosimeter characteristics.

DOME DOME DETECTOR ENERGY DEPOSITION COUNT RANGES
NO. THICKNESS AREA LOLET HILET VHLET

(mils Al) (cm2 ) (MeV) (HeV (MeV)

1 82.5 0.008 .050 - 1 - 10 >40

2 232.5 0.051 .050 - 1 1 - 10 >40

3 457.5 0.051 .050 - 1 1 - 10 >40

4 886.5 1.000 .050 - 1 1 - 10 >75

PARTICLES MEASURED

DONE ALUMINUM DETECTOR LOLET HILET VHLET
NO. SHIELDING THICKNESS ELEC. PROT. PROT. PROT.

I (gm/cm2 ) (microns) (MeV) (MeV) (MeV) (MeV)

1 0.57 403 >1.0 >130 20-130 >46

2 1.59 434 >2.5 >135 35-135 >56

3 3.14 399 >5.0 >140 51-140 >69

4 6.08 406 >10. >155 75-155 >111

LOLET flux, HILET dose, HILET flux and VHLET, are sent to the satellite
telemetry system once every 4.096 seconds for each of the 4 sensors.

2.5. MICROELECTRONICS TEST PACKAGE (MEP)

Because the MEP is the critical mission payload for a successful CRRES
mission, great care has been taken to develop an optimal experiment. A
working team of experts in radiation-hardness-electronics testing was
established to a) oversee the design and fabrication of the package; b)
select the appropriate devices for both single event upset (SEU) and total
dose (parametric degradation and annealing) testing; and c) develop
appropriate space test procedures. Each device selected had to be
justified by one or more of the selection criteria established by the team
for total dose/annealing or SEU or both.

2.5.1 Device Selection. The selection criteria for total dose/annealing
were:

1. Components are of specific interest to present DOD space systems.
2. Components are of general interest to presently developing DOD

systems and may be selected for use in future space systems.
3. Components are common to many existing and planned space systems

and usually limit the lifetime due to low radiation tolerance levels.
4. Components are all CMOS, but made with different radiation

hardening processes.
5. Components are of the LSI (Large Scale Integrated) bipolar

variety.
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6. Components are from similar functional groups, but made with

varying technologies.

7. Components are manufactured with advanced VLSI processing
techniques.

8. Components are radiation-hardened, metal gate CMOS components.
9. Components are used by NASA in instrumented balloons.
10. Components qualify for use in multiply redundant systems.

The selection criteria for single event upsets were:
1. Devices are known to be sensitive to SEU and will thus provide

good statistics for long term studies.
2. Devices are or will be modeled for SEU sensitivity and

mechanisms, and will be used to test model predictions.
3. Devices are or will be tested on the ground at accelerator

facilities so that the validity or usefulness of ground test measurements

can be determined.

4. Devices are from specific DOD or NASA systems for which an SEU
sensitivity data base would be extremely useful.

5. Devices are of feature size, geometry, or technology such that
the effect of these on SEU rate can be distinguished in space.

6. Devices are constructed with new technologies and are not yet in
production.

7. Devices represent a variety of function types including RAMs,
microprocessors, PROMs, etc.

8. Devices are expected to show a change in SEU sensitivity with
total dose exposure.

9. Devices are expected to show a change in SEU sensitivity with
changes in operating conditions (voltage, cycle time, source current,
etc.).

10. Devices are CMOS that have been SEU-hardened by a variety of
methods, in particular those that involve cross-coupled resistors.

11. Devices are CMOS and are known to be sensitive to SEU latchup.

The devices selected for test include random-access memories (RAMs),
microprocessors, programmable read-only memories (PROM's), analog-to-
digital converters, octal latches, inverters, gate arrays, operational
amplifiers, comparators, hexfets, and special test circuits. The special
test circuits are devices being developed by JPL and NRL to test different
geometries, feature sizes, and technologies on a single chip. These
devices should give us much needed insight to device behavior for radiation
modeling. The total test package device complement includes over 60 device
types and approximately 400 total test devices. Thus, the MEP tests total
dose and SEU response in a wide range of device types and technologies
important to the entire space community.

2.5.2. The Flight Instrument and Operations. The MEP is a radiation hard,
microprocessor-based (SA3000) test system for electronic devices. It
measures the actual radiation susceptibility of selected advanced
technology devices in orbit. It also measures the internal MEP radiation
environment using semiconductor dosimeters (56) and silicon and Gallium
Arsenide pulse height analyzers (1 each). There are also 46 temperature
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monitors within the experiment to differentiate dose from thermal effects.
The box is shown, with its front cover removed, in Fig. 12. It weighs 106
lbs, has a front face of 45 x 15 inches, is 15 inches deep at its deepest
point and draws up to 140 watts of power. It is one of the most complex
electronic experiments ever launched. It contains more than 14000 total
parts on 40 printed circuit boards. There are a total of 280 printed
circuit board layers with more than a quarter of a million interconnects,
with some boards having as many as 14 layers. The physical design provides
for maximum radiation exposure of devices on the front board since the MEP
cover has a thickness of only 10 mils aluminum. The predicted dose for
devices on the front board, using the NASA radiation models and an AFWL
materials model of the MEP, was 1 megarad during the first year of
operation. Because of the high exposure level of the front boards, deep
dielectric charging of the board material from penetrating electrons was
considered a threat to the proper operation of the MEP. To eliminate this
problem, a 'leaky' (in conductivity) paint was developed [Ref. 20] and
applied to the front board surfaces to bleed off charge accumulation and
prevent discharges inside the package.

Fig. 12: The CRRES Microelectronics Test Package (MEP) with front cover
removed.

The box is redundant in all major control units which include the main
processor, power supplies, interface control units and device-under-test
(DUT) bus systems. The MEP system block diagram is shown in Fig. 13. The
system is cross-strapped so a single controller can operate all test
devices. The DUTs are in blocks of 1 to 5 chips (depending on power draw),
can be individually turned on or off, and are current limited to turn off
if preset power levels are exceeded.

The SEU testing is performed once every 2 seconds with 1 of 4 patterns
(all zero's, all one's, checkboard one/zero, or checkerboard zero/one).
RAMs are tested with all patterns, PROMs with only checkerboard one/zero.
If no error is detected, no data are sent. If an error is detected, the
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Fig. 13: The circuit diagram for the Hicroelectronics Test Package on
CRRES.

processor immediately rewrites the device and retests. If the error
persists it is called a hard error, checked against a permanent fault list,
written to the permanent fault list if not already there, and reported in
the telemetry as to the block, device, bit address and pattern (to identify
whether the bit flipped from 1 to 0 or 0 to 1) of the error. If recovery
is seen, the error is called a soft error and is also reported. Soft
errors are not put in the permanent fault file. If the number of permanent
faults accumulated in a single device exceeds a preset limit, the device
will be automatically mapped-around (not tested) for future SEU testing
unless overridden by ground command. If more than 5 soft SEUs per 2
seconds are seen during a single device test, the device is put into a
compression or histogram mode so that only the number of hits during the
accumulation period are reported and not the addresses or bit flip
directions. This mode was adopted because of the high number of upsets
projected for solar proton events and for the heart of the inner proton
radiation belt. (To date the SEU tester has never gone into a histogram
mode due to particle upsets.) Special, SEU-soft, 64 K dynamic random
access memories (DRAMs), called "ratemeters," were buried deep in the MEP
to simulate heavily shielded parts on operational space systems. Only the
total number of upsets per device in the two second measuring interval are
sent to the spacecraft, and not the addresses of the SEUs.

Total dose testing is performed continuously throughout the orbit, but
only once an orbit (about every 10 hours) for each device. The test data
are placed into the telemetry stream. Each block of devices has its own
independent test circuit which is device dependent. Although the devices
remain under bias at all times, they are turned on serially with their
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tester circuit only at the actual time of testing to reduce power
consumption. The data parameters measured are device dependent currents
and voltages. These include voltage threshold, output leakage current,
open loop gain, input offset voltage, input offset current, input bias
current, among others. The MEP also contains some individual device
radiation shielding packages called RADPAKs. Dosimeters and non-radiation
hardened RAMs are placed in the packages to assess the shielding
effectiveness. The packages contain both high Z and low Z material to
reduce both direct radiation and bremsstrahlung. The package
configurations are the result of extensive radiation transport modeling and
are optimized for the types of environments typically experienced by space
systems in near-Earth space. The device shielding concept should provide
better dose shielding and less weight than box shielding.

The dosimeters scattered throughout the MEP are radiation soft
P-channel Metal Oxide Semiconductor (PMOS) transistors, first-developed for
dosimetry by [Ref. 21]. The basic principle of operation is as follows:
When the semiconductor material in the device is exposed to the strong
local fields from radiation particles, more electrons than "holes" are lost
due to the higher mobility of the electrons. The charge becomes stably
trapped in the transistor and changes the operating threshold voltage.
Measuring, the change in this voltage at a constant current can be directly
related to total integrated dose accumulated in the device. The range of
these dosimeters is typically 0 - 25 kilorads, but the range can be raised
by grounding the gate bias during exposure and only applying voltage to the
gate during the short test interval. This was done for 16 of the
dosimeters in the MEP extending their range to approximately 50 kilorads.
It should be noted however that the relationship between voltage shift and
integrated dose is not near-linear as was originally thought. Ground
testing of these devices under different operating conditions has shown
that assuming a linear relationship will underestimate the dose received,
especially at higher total dose levels. Since these devices can only be
calibrated by accumulating dose in them, which destroys their usefulness,
and no two devices have been found to be exactly the same during testing,
there is an error level, not yet fully determined, that must be accounted
for to properly interpret the data. These devices are also found to be
extremely temperature sensitive as will be shown below in the data
discussion section. To get around some of these problems on CRRES, the MEP
dosimeters are being cross-calibrated with other particle/dose instruments.

Because the MEP measures so many different types of data, and only
records data when things are happening (like an SEU or a total dose
parameter), the data are packetized and stored in a buffer within the MEP
until they are prompted for transmission to the satellite telemetry system.
The data rate for the MEP transmission is 200 bits per second which can be
far slower or far faster than the rate at which the buffer is filled. Each
data packet is identified by a unique one-byte header which gives both the
length and the content of the packet. The data are synchronized with the
satellite telemetry system to guarantee the first byte in any major frame
is a header. This prevents corruption of the data flow from loss of synch,
noise, and so forth, for more than 1 major frame, i.e., a period of 4.096
seconds. Time packets are sent every second, and null packets are sent at
the end of a major frame if insufficient space remains to send the next
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data packet or if no data packets are available in the buffer to be sent.
There are over 100 types of data packets. These are described in the CRRES
MEP Serial Telemetry Manual [Ref. 22]. Within the data packets are the
pertinent SEU, total dose or housekeeping parameters. The data packets
include a checksum at the end to guarantee the packet was properly
transmitted.

The MEP was extensively tested as a unit before flight and the data
from all the testing have been summarized in a report [Ref. 23]. This
report iq necessary to properly understand the flight data since some
"flaky chips" were flown, and some test circuits did not perform exactly
as envisioned. Because of the o-yerall complexity of the package, the minor
nature of the flaws in comparison to overall mission goals, and the risks
associated with disassembling and reassembling the MEP to make changes, we
decided to fly the MEP without making all the corrections and test part
replacements necessary for a 1OOX operating package. Duplicity of test
parts (4 to 10 for each part type) and test circuits (separate for each
bus) meant that some of all part types and well over 90Z of all parts were
being properly tested before flight.

3. Data.Reduction and Data Base Generation

The wide variety of CRRES experiments and program products make it
necessary to develop data bases that are user-friendly, transportable (via
communication links, storage media, etc.), and versatile. They must
accommodate changes in on-orbit operations, calibrations, instrument
sensitivity levels, etc. Because the data base is large (500 gigabits per
year) and the initial processing time is long, we required a modular data
management system with sufficient flexibility at each step that total data
base regeneration would not be required if errors were found months or
years after launch. Initial agency tape files are created with separate
ephemeris, attitude and magnetic field files. From this, the Time History
Data Base (THDB) is constructed. It is a data base ordered by time and
instrument, in which the raw data are kept at the highest time resolution
of the instrument along with calibration and comment files which tell how
to convert raw telemetry counts into engineering units. The files are
produced on an orbit basis, namely, for one revolution of the satellite
around the Earth from perigee to perigee. They are written for easy
attachment to the ephemeris files. The files are held on mass storage
devices for a 1 year period after which they are rotated to off-line
storage as new data become available. An on-line data directory is
available to indicate the status of the THDB at any time. Details on the
file structures of the THDB are contained in the CRRES THDB Data Reduction
Task document [Ref. 24].

Validation of data in the THDB is a major chore. Shortly after CRRES
launch, all software used to create the THDB from agency tapes was
verified. In addition, ongoing quality checks that remove spurious noise,
contamination from unwanted particles, temperature effects, etc., must be
performed before the data can be used for analysis. Also calibrations have
to be verified with on-orbit data, and cross-calibrations of instruments
which overlap in energy have to be performed.

I
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For high energy electrons, three instruments are being used to support
engineering type studies: the High Energy Electron Fluxmeter (HEEF), the
Medium Energy Electron Analyzer (MEA) and the Electro-Proton-Angle
Spectrometer (MEB). The electron energy ranges of these three instruments
are 1 to 10 MeV, 30 keV to 2 MeV, and 20 keV to 250 keV, respectively.
Much ýof the cross-calibration of these 3 instruments has already been
performed. Figure 14 shows a distribution function for electrons as a
function of energy, made using data from the 3 instruments. For MEB, only
Detector I is used. Each instrument is designated by a separate symbol.
The spectrum is made from data averaged over 1/20th RE centered on L -
6.025 RE, and 5" in pitch angle, centered on 85". The data were taken at
high altitude and at considerable distance from the magnetic equatorial
plane .(B/B 0 - 1.32). There were no high energy protons in this region.
The distkibution function is smoothly varying over the complete energy
range and the overlap agreement among the 3 instruments is excellent.
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flux as a function of energy, 24 August 1990. In both figures
measured by HEEF (crosses), MEA the data are averaged over Ii20th
(stars), and MEB (x's) an 20 Mar of an RE, centered on L - 6.025,
1991 at an L-value of 6 RE- and over 5° in pitch angle,

centered on 85.

This electron spectrum is one of the most steeply falling spectraencountered so far. For energies > I MeV the spectrum falls as Ey), where
N, the power law index, is -12. In the same format, Fig. 15 gives an
electron distribu functfnion taken during an earlier orbit. The spectrum
was averaged in the same way ar of an t the same L-value, but was
much closer to the magnetic equator (B/B0 - 1.02s. A weak solar proton

Ntepwrlwidx s-2 n h aefraFg 5gvsa



628 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

event occurred at this time. In this case, the power law index for
energies > 1 MeV is -6.5, a much harder spectrum than in Figure 14. HEEF
channels up to 3 HeV are well above background in this case. The overlap
between HEEF and I4EA is not good, cr shown by the break in the distribution
function. From examination of many other spectra we conclude that
electrons with energy greater than 2 MeV can contaminate both of the medium
energy electron sensors, MEA and MEB. Corrections for the contamination
are still being prepared and must be made if data from these instruments
are to be used in the midst of healthy high energy particle populations.
The HEEF data are remarkably co'ntamination-fee except at the inner edge of
the inner radiation belt where the highest energy protons are trapped.
Here some subtraction will be necessary, the exact level still to be
determined.

For protons, the primary instruments being used for both engineering
studies and radiation belt upgrades are PROTEL and MEB which have energy
ranges 20 keV - 2 MeV, and 1 to 100 MeV, respectively. The data from these
instruments look to be relatively free from contamination over most of the
orbit, except in the inner edge of the proton belt. Figure 16 shows a
distribution function of PROTEL and MEB data, averaged in the same manner
as the electron data. Three of four MEB detectors were used in the
average. The spectrum was taken at high altitude during a moderately large
solar proton event. Not only are the data taken at high altitude (L - 6.55
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Fig. 16: Proton differential clux as a function of energy, measured by
PROTEL (stars) and MEB (x's), on 4 April 1991, during a solar proton event.
The data are averaged in the same manner as the electron data.



MULLEN * GUSSENHOVEN 629

- 6.60), but are taken nearly as far off the magnetic equator as CRRES can
go (B/B 0 - 3.04). Again the function is smoothly varying over the whole
energy range, and well-matched near 2 MeV. The power law index for the
spectrum above 2 MeV is -4.0. Although there are a significant number of
high energy protons in this event, they do not contaminate the spectrum
because of the rapid spectral fall-off. At the lower edge of the inner
radiation belt, where significant numbers of protons with energy > 100 MeV
are trapped, contamination poses a formidable problem. The proton spectrum
at this altitude falls off slowly with energy, and the higher energy
particles can penetrate detector shielding and produce false counts at
lower energies. The false counts can be more than the true counts if a
worst-case, flat spectra is assumed. Extensive Monte Carlo contamination
modeling of the PROTEL detector has been done [Ref. 25]. The model takes
into account all the materials of the detector and the arrival angle of the
particle within the detector. Radiation transport codes propagate the
particles into the detector with appropriate energy loss, and Monte Carlo
statistics are used to determine the probability of a count being measured
given the sensitivities of the individual detecs:ors and the coincidences
and anticoincidences needed. The modeling indicates contamination levels
can be extremely high in the highest PROTEL energy channels, for a spectrum
falling at E-2 or more slowly. However, two points can be made: 1) Most
of the contamination predicted by this model comes from particles above 100
MeV. 2) The accuracy of the model is not directly determinable. Preflight
testing of PROTEL to determine high energy proton rejection and on-orbit
comparison indicate the contamination is less than the model indicates. The
final contamination levels are still being determined and subtraction
routines using proton measurements from other instruments, as well as
singles counts from the back detector of each PROTEL head, are still in
development for the inner belt region. Above the inner belt region
contamination is minimal due to the paucity of higher energy protons, even
during solar proton events which only extremely rarely contain significant
particle populations above 100 MeV.

The Space Radiation Dosimeter data can be handled in a straightforward
manner except when the instrument is accidentally turned off or put into
a calibration mode for a long period of time. The instrument basically
measures LET, and as such, does not differentiate particle type. Although
we normally refer to LOLET data as electron data because we use it to
measure dose in the outer zones, at the inner edge of the inner belt the
LOLET response is dominated by high energy protons. Thus, to properly
interpret the data, it is necessary to know what particle regime the
measurements come from. Similarly, protons are the primary contributors
to the HILET data, but in the presence of high fluxes of > 4 MeV electrons,
contributions from this population are seen in the first two detectors,
e.g., those with the thinnest shielding. For VHLET at high L-values, in
addition to proton stars, direct deposits due to heavy nuclei cosmic rays
are also possible. In fact, most of the VHLET counts at altitudes above
an L of 2 are most probably due to galactic cosmic rays (except in solar
proton events) since this area of space does not contain significant levels
of high energy protons. The only real editing done to the dosimeter data
is the removal of obvious noise spikes. For total mission dose, taken from
the exponent-mantissa counters, and not the four second measurements.
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Because of manpower and funding limitations, some of the data packet types
have still not been edited or even examined for problems nine months after
launch. However, much of the data have been edited and some of the
results, given below, are new and exciting. To give an idea of one type
of correction required, we show in Fig. 18 the temperature and dose from
one of the thermistors and one of the MOS dosimeters in the MEP. The
temperature fluctuations produce dose variations which are not real.
Normalization techniques are used to remove the temperature effects. The
MEP data are not contained in the THDB and so portions of the two data
bases must be merged in order to perform correlations to determine cause
and effect relationships between particles and upsets.
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ORBIT NUMBERr Fig. 18: Temperature and dose measurements from a thermistor and a MOS
dosimeter in the MEP, plotted as a function of orbit number from 25 July
1990 to 16 February 1991.

4. CRIES Radiation Particle Analysis

One of the prime products to be produced from CRRES is a new radiation
environment model. In final form it should consist of several models both
static and quasi-static to accommodate both long term and short term
missions. Existing radiation models are only average models and can be
expected to give poor fluence estimates for certain orbit requirements or
for short term missions. To get a data set statistically large enough to
look for spatial versus temporal effects, a minimum of three to five years
of data are needed. To address differences between solar minimum and solar
maximum, 11 years of data would be necessary. Although CRRES has
sufficient hydrazine to last that long in orbit, the severity of the orbit
coupled with electrostatic discharge problems on the satellite indicate
that a lifetime equal to a full solar cycle is improbable.

At this time 5 radiation models are commonly used: 2 NASA electron
models, AE8MAX and AE8MIN [undocumented; Refs. 26, 27]; 2 NASA proton
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models, AP8MAX and AP8MIN [Ref. 28], and 1 cosmic ray model developed at
NRL [Refs. 29, 30, 31]. Comparison of earlier DMSP dosimeter data with
AP8MIN and AE8MIN showed that the NASA proton models are generally very
good for determining long term dose levels, while the electron models were
high by factors of 4 to 10+ [Ref. 18]. Similar model comparisons with
CRRES data were done for early orbits [Ref. 32]. The results were
basically the same as those for the DMSP orbit. Figure 19 shows a
comparison of the AP8MAX omnidirectional flux with CRRES PROTEL flux in the
3 - 4 MeV range, for an orbit on 6 August 1990. The agreement is very
good in terms of fluenc,3 (appioximately equal to the area under the curve).
However, the high altitude shapes of the two profiles differ. We will show
later that the occurrerne of the second belt, although rare, is evidence
for proton belt dynamics, hitherto ignored. When averaged over long time
periods, the agreement for total flux for the CRRES orbit is excellent.

3.0 - 4.0 MeV PROTONS 6 Aug 1990

- Measured
...... Model

. 104

U.
L 103

X 102
Sos

18 20 22 24 26 UT (HRS)

1.55 4.98 6.19 5.94 4.19 L (RE)

Fig. 19: One-minute averaged proton differential flux from 3 - 4 MeV, as
a function of time, for one full CRRES orbit on 6 August 1990. The dashed
curve shows the predicted flux from the NASA AP8KAX radiation model for the
same orbit.

Figure 20 gives a similar comparison of 2 - 2.5 MeV CRRES electron
flux, measured by HEEF, with the AEBMAX flux. Here huge differences are
seen between the two plots. Those who defend the model point out that high
fluxes of electrons occur episodically, lasting for days, and that these
drive the average way up. To examine this hypothesis, we make the same
comparison during the large electron event that occurred on 29 March 91.
Figure 21 shows the comparison for an orbit on this day. These data are
taken near the peak of the largest MeV electron fluxes observed on CRRES
to date. For this period the data near apogee closely approximate the
model. However, even the measured values at apogee are not sufficiently
high to bring an average made over months of data at levels shown in Fig.
20 to the NASA model levels. Other difficulties with the electron model
exist. The measured low altitude inner zone electron fluxes differ from
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Fig. 20: Same as Fig. 19, only for 2-2.5 MeV electrons and for the NASA
A•E8MAX model. The data were taken on 28 July 1990.
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data with the electron models, we do not recommend their use. If they are
used, they should be considered a worst case average environment.

Preliminary models are presently being prepared from five data sets,
PROTEL, HEEF, MEA, MEB and the Space Radiation Dosimeter. The NASA models
are given in terms of omnidirectional integral flux in an L - B/Ba grid.
B is the value of the magnetic field at the satellite, and B0 the value of
the magnetic field when the orbit position is mapped to the magnetic
equator. This is also the way we prepare our dose maps. However, we are
initially preparing our flux models in terms of differential flux, averaged
in 5* pitch angle bins and in the discrete energy widths of the instrument
channels. The data are averaged in spatial bins of 1/20 RE in L. The
binned data for each orbit are mapped back to the magnetic equator
conserving the first adiabatic invariant and using a combined IGRF
(International Geomagnetic Reference Field) and Olson-Pfitzer, 1974 [Ref.
33] quiet magnetic field model. Data from selected orbits are combined.
For the preliminary models shown here the selected orbits were those for
which the measured magnetic field on CRRES stayed within 5% of the model
field throughout, ensuring that the mapping to the equator is valid. We
call this the 'Quiet Model'.

Figure 22 shows the preliminary proton model for energies between 100
keV and 66 MeV. Differential flux is mapped in color in an L-shell versus
pitch angle grid. The maps show an inward dispersion of peak flux with
energy, and normal pitch angle distributions, i.e., peaking at 90* and
falling off smoothly into the loss cone. By constructing the model at the
magnetic equator at all pitch angles it is possible to map the particle
fluxes anywhere along the flux tubes down to the mirror points. Thus, one
can determine the fluence, dose, etc., anywhere in the belt region.

Figure 23 shows the corresponding electron model for 340 keV to 4.5
MeV electrons. Again the plot is in pitch angle versus L-shell with the
intensity level in color. The data are for the same periods as the quiet
proton model. The outer belt fluxes peak over a wide L-shell range, but
the inward dispersion of the peak with energy is still evident. The
electron pitch angle distributions in the outer belts are nearly isotropic.
The flux levels for energies > 1 MeV (HEEF) in the inner belt are much less
than given by the NASA models, and the data shown here may even be a little
high due to some proton contamination. Below 1 NeV a background correction
has been made for proton contamination in the MKA and the resulting model
is questionable. It is not yet clear if we will ever have confidence in
our high energy inner belt electron levels.

Aside from the integrity of the electron measurements in the inner
zones, another type of problem thwarts our static modeling efforts in the
outer zones. We illustrate this using LOLET dose maps, the contributions
to which, in the outer zones, are only from electrons. Maps were made for
two periods, one using successive orbits taken between 27 August and 4
September 1990, and the other using successive orbits taken between 23
September to 3 October 1990. The dosimeter makes an omnidirectional
measurement and, thus, does not give pitch angle information. The data for
these maps are binned by L value as before, but in B/B 0 bins instead of
pitch angle. The IGRF plus Olson-Pfitzer quiet model values are used. The
size of the B/B 0 bins vary with B. They are chosen to correspond to each
20 in magnetic latitude if the magnetic field were a dipole. The maps are
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Fig. 22: A preliminary proton radiation belt model, made using CRRES
PROTEL and MEB data taken during magnetically quiet periods. The
differential flux is shown in color code for seven energy values against

a grid in L-value and pitch angle.

f given in Figs. 24 and 25. Here the data are color-coded in rads/second and
I displayed on an L-value vs B/B 0 grid. For the first period and for Channel

, 1 (> 1 14eV outer zone electrons) the highest dose rate lies between an L

, of 3 and 4. For the second period the highest dose rate is between an L

i of 4 and 5; that is, the peak has moved to higher altitudes. For Channel
2 (> 2.5 14eV outer zone electrons) the response in the second period is
broad and flat from an L of 3 to 5, which is near double the extent of the
previous period, but considerably lower in intensity. These two naps show

* how dynamic the outer zone electrons are, and because of this, a strictly
static model will either overestimate or underestimate the population at
a particular altitude unless the conditions at the time of flight are

exactly the same as the conditions for the data used in the model.
Another type of model which we generate from the dosimeter data is the

average number of VHLET counts as a function of altitude. These averages

can be related to single event upsets in proton-sensitive microelectronic
devices (see Section 5). Naps of DNSP VHLET dosimeter data taken at 840
)m were previously given by [Ref. 34]. Here in Fig. 26 we plot average

VHLET counts per second versus L-shell, measured in detector 2, for the

q0
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Fig. 23: Same as Fig. 22, but for seven electron energies, the data taken

from HEEF and NEA.

first 500 orbits of CRRES. The count rate peaks in the inner belt region
near an L of 1.5 N-. At altitudes above an L of about 2 RZ the rate is
fairly constant indicating an equal likelihood anywhere within this
altitude range of seeing a VHLET count whether due to a heavy ion, cosmic
ray or a star event.

Many CRRES particle event studies are underway at this time with
results to be published in the near future. The breadth of the studies
ranges from pure data analysis (e.g., particle cutoff determination) to
pure theory (e.g., high energy particle interaction with the magnetopause
as a scattering center). The event studies are beyond the scope of this
paper and will not be addressed here with one exception, which is presented
in the discussion section.

5. CURS Microelectronics Test Package Analysis

The NEP analysis can be divided into two parts, SEU and total dose.
Although not mutually exclusive, they will be treated separately until a
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Fig. 24: LOLET dose maps made Fig. 25: Same as Fig. 24, but
using Space Radiation Dosimeter using data from 23 September to 3
data from 27 August to 4 September October 1990. In each figure the
1990. The maps are constructed average dose/s in rads is shown in
for each of the four shielding color code against a grid in L-
thickness, value and B/B 0 .

larger data base becomes available. We first look at the SEU data. One
of the initial justifications for the CRRES Program was the determination
of those near-Earth regions where SEUs are most likely to occur. To
examine this, we placed 64,000-bit dynamic rams (DRAMs) in the MEP to get
high upset statistics. What we found on orbit, was that these chips upset
much less than originally predicted, while other, more sensitive chips,
upset at far higher rates. Therefore, to get the best statistical upset
map, we combined data from the 13 most-sensitive-to-upset chip types (40
chips, approximately 500,000 bits). This included 5 of the 64 K DRAMs.
We showed earlier, in Fig. 3, the upset frequency of these devices (SEUs
per bit day) as a function of L-shell. The data were taken from the first
500 orbits during which no major solar proton events occurred; they were
sorted into bins whose size was 1/20th RE, and averaged. The absolute
numbers have little meaning since many chip types and technologies were
mixed. When sufficient data become available to produce statistically
significant numbers for each chip type, then the numbers will give
quantitative results which can be better used for comparison to model
predictions. However, the plot still shows some very interesting results.
First, the upset rate increases to a maximum inside an L value of 1.45 RE
which is in the heart of the inner radiation belt for 55-200 MeV protons.
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Fig. 26: Average VHLET count rate from Detector 2 of the Space Radiation
Dosimeter as a function of L-value. Averages were made using the first 500
orbits (25 July 1990 to 16 February 1991) and binning by 1/20th RE.

Second, no obvious drop in SEU rate exists from the highest L values down
to L - 2 where the high energy proton belt begins. The near-constant SEU
rate from geosynchronous altitudes to the outer edge of the proton belt
indicates that there is no sharp cutoff of the cosmic ray population that
causes the upsets.

To show the value of the Space Radiation Dosimeter VHLET fluxes (star
counts) in predicting where SEUs will take place, both the VHLET
counts/second for the sum of Domes 2 and 3 (a total of .1 cm2 of area) and
the SEUs described above, converted to SEUs/second, are plotted in Fig. 27.
Again, events/second are plotted versus L-value and averages are made in
bins of 1/20th RE. The agreement is remarkably good showing that the
dosimeter provides a very good mapping of upset occurrence of proton
sensitive chips. It also indicates that nuclear star events in the chips
are probably the most important cause of upsets for proton sensitive chips.
Outside the belt, at high altitudes, the agreement between the two is so
good that it is tempting to identify the VHLET threshold setting of 40 MeV
with the energy deposition required for upsets. One must be careful,
however, since we do not know the total active area of the 500,000 bits
under test and how it compares to the .1 cma of the active dosimeter area.
The agreement in absolute level may be only coincidental, and we expect
that, in general, a scaling factor will have to be applied to take account
of differences in particle energy for producing upsets in specific chips.
Determination of exact particle energies needed for upsets is beyond the
scope of this paper but will be addressed in future work.

To compare technologies, SEU rates, in errors per bit per day, were
calculated for all the RAis for the first 6 months on orbit. For each

device block (3 to 5 chips of the same type, manufacturer, etc.), an upset



MULLEN * GUSSENHOVEN 639

1.0OE-01 2: = .. •= __' • __::. . r:..

1.OE-03 _ / 1 --

w --- ' + __ ___

- 4i +1=+ !++ . + + +i, + HLE1

U, t__1 -

1 .OE-04 l_

1 .OE-05 _

1.OE-06 m__

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0
L-SHELL (Re)

Fig. 27: A comparison of average SEU rate and average VHLET count rate as
a function of L value.

rate was determined. The minimum and maximum rates appear in Table 4 for
each technology type independent of the number of bits, feature size,
manufacturer, etc. For the DRAM, as only 1 device type was used, only 1
value is given. In general, the TTL chips upset the most and CMOS devices
the least. The GaAs chip that gave the maximum upset rate was taken from
an early pilot line of GaAs RAMs which is no longer producing similar
parts. The minimum number is more indicative of the response of this
technology. For CMOS RAMs, two upsets (one a double bit hit) have been
experienced to date, although one commercial chip block experienced total
dose failure in less than 3 months on orbit. These upsets occurred after
the first 6 months so they are not included in Table 4. It must be
remembered that these numbers are for the CRRES orbit only and cannot be
used for other orbits. To obtain prediction rates for these chips in other
orbits, the actual orbit dwell times at each altitude must be calculated
and weighted by the chip upset rate measured at each altitude as shown in
Fig. 3. Only the surface has been scratched in SEU analysis of the CRRES
data. Much more analysis is needed before definitive results suitable for
space system designers can be obtained.

Compared to SEU analysis, much less has been done to obtain early
CRRES total dose results. There are several reasons for this. One is that
many of the chips were radiation-hardened to total dose and as yet have not
accumulated enough total dose for their behavior to be properly analyzed.
The second is that the manpower level available for this effort has been
minimal. A third is that the Space Radiation Dosimeter has to be cross
calibrated with the dosimeters in the MEP and temperature effects removed
from the MOS dosimeters before dose degradation can be properly assessed
in the package. While good progress is being made in this area, it is not
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Table 4: On-orbit SEU rates.

ERRORS/(BIT-DAY)

DEVICE TYPE TECHNOLOGY MINIMUM MAXIMUM

STATIC RAM GaAs 3.2E-5 1.4E-2

STATIC RAM NMOS 8.1E-5 1.4E-4

STATIC RAM TTL 1.OE-3 5.OE-3

STATIC RAM NMOS/CMOS 4.6E-6 5.7E-6

STATIC RAM CMOS 0 0

DYNAMIC RAM SMOS 4.3E-5

*BASED ON APPROXIMATELY 6 MONTHS OF DATA

yet completed. The fourth is that dose on parts deep inside the package
was less than originally predicted and no significant degradation occurred
on buried parts.

Figure 28 illustrates the temperature problem in dose measurement and
shows the relative effect of shielding. Here total dose (uncorrected for
temperature) in rads from MOS dosimeters at four shielding levels (board
1, board 2, board 3, and RADPAK) is plotted versus orbit number. The
dosimeter on the first level has a shielding whose aluminum equivalence is
80 mils thickness. The dosimeter on the second level is behind the 10 mil
front cover and one fully loaded circuit board. The third level dosimeter
is behind the 10 mil cover and two fully loaded multilayer circuit boards.
The dosimeter on the first level saturated in orbit 225. At that time, it
had approximately 20 times more dose than the dosimeter on board 2 and 2
orders of magnitude more dose than the dosimeter on board 3. The dosimeter
in the RADPAK had much less (> 6 times less) than the dosimeter on board
3. The temperature sensitivity can best be seen in the RADPAK device where
the dose is low. The periodic fluctuations are due to temperature
variations in the MEP when the spacecraft was reoriented every 2 to 3 weeks
to keep the solar panels pointed toward the sun. The large drop near orbit
100 was due to shutting down half the MEP after a power supply problem.
After the shutdown, the average temperature dropped approximately 50% from
near 40*C to less than 20"C. This also can be seen by a slight decrease
in dose of the level 3 dosimeter.

Figure 4, shown previously, gives the total dose behind the 4 domes
of the Space Radiation Dosimeter in the same format as Fig. 28 for
comparison. The dose behind the thinnest shielding compares very well with
the first level MEP dosimeter; dose behind the second dome compares very
well with the second level MEP dosimeter; and dose behind the fourth dome
compares very well with the third level dosimeter. From calculations, we
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Fig. 28: Total on-orbit dose, in rads, measured by I4OS dosimeters at three
different board levels and behind RADPAK, as a function of orbit number
from 25 July 1990 to 7 May 1991.

know that the MEP cover and KOS dosimeter cover were about equivalent to
the Dome 1 thickness (82.5 mils) of the Space Radiation Dosimeter. It was
v. pleasant surprise that the MEP level 2 dosimeters saw the equivalent of
approximately 232 mils aluminum shielding and level 3 dosimeters saw the
equivalent of approximately 886.5 mils aluminum shielding. This means we
can use the better calibrated and temperature-stable Space Radiation
Dosimeter data to determine total dose degradation in the KEP devices.
Since the Space Radiation Dosimeter will not saturate, the MEP dose could
be properly measured over the entire mission.

The dose data show that for deeply buried parts, passive board
shielding can he as effective as about an inch of aluminum, but spot
shielding with a combination of high and low Z material is much better.
Since the high Z material does not have to be very thick (and therefore
does not add much extra weight), it might be built into the box walls and
eliminate the need for special shielding internally. Another method would
be to put a sheet above and below all the boards containing radiation soft
parts. This would add some weight, but would significantly decrease the
cost and reduce the delivery schedule necessitated by using radiation
hardened parts. Further total dose results will have to await future
reports.
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6. Discussion

We will end, as we started, with a discussion of spacecraft anomalies,
showing the environmental and spacecraft response to the largest solar
proton event and the largest high energy electron event that occurred since
the launch of CRRES. Both events occurred in the period from 22 March to
1 May 1991. The proton event was associated with a flare which began at
22:42 UT on 22 March. The flare was classified as Importance-3 in
brilliance, a level reached in less than i1 of all flares. The flare
lasted about 32 minutes which is quite short for an Importance-3 flare.
The solar protons measured on the GOES 7 spacecraft in geosynchronous orbit
are shown in Fig. 29. Unedited 5 minute average values of the proton flux
are given for four energy ranges: 15-44 MeV, 39-82 MeV, 84-200 KeV and
110-500 MeV. All four channels peak at 03:50 UT on 24 March. At 03:42 UT,
just before the GOES' protons peak, a Sudden Storm Commencement (SSC) of
184 nT was recorded on the Boulder magnetometer. This is an extremely
large SSC indicating the severity of the solar wind shock hitting the
magnetosphere at this time. Although confirming data from IMP 8 are not
yet available, it is believed the large, rapid increase in protons seen on
CRRES were near simultaneous with the shock arrival.

GOES-7 PROTONS

S101> 15- 44 MeV

o',

X 10

z 2 08 20 Mev

N 10°

SIn -

to- 03:50 U1

10-4 1 1 C

23 24 25
MARCH 1991

Fig. 29: Five-minute-averaged GOES-7 proton flux in 4 energy channels for
the 23-45 March 1991 solar proton event. The dotted line shows the peak
fluxes for all 4 channels at 03:50 UT on 24 March, following the Sudden
Storm Commencement at 03:42 UT.

As fortune would have it, CRRES was near an L of 2.55 RE when the
shock hit. At first, we thought we had missed the peak of the largest
proton event of the CRRES mission, since, at the time, we were well inside
predicted cutoff levels for particle entry. The magnetometer on CRRES saw
an increase of 77 nanotesla over a 1 minute period. At the same time thit
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the measured magnetic field on CRRES peaked, a peak was measured in the
high energy PROTEL channels. All the PROTEL channels from 1 to 80 MeV
showed particle increases, but the channels above approximately 20 MeV
showed the latest increases in intensity. Above 20 MeV there was no time
dispersion with energy. Figure 30 shows the PROTEL energy channels between
19.4 MeV and 80.1 MeV. The plot is for a single CRRES orbit running from
perigee to perigee on 23-24 March 91. The one-minute average differential
flux in particles/cmz-sec-ster-MeV are plotted versus UT (L-shell) for the
9 highest PROTEL energy chanxiels marked on the side of the graph. The
differential flux scale applies to the 80.1 MeV protons. Each lower energy
channel flux level is offset (increased) by 1 order of magnitude for better
viewing. Between 18:30 and 19:30 the satellite passes through the steady-
state, single-peaked inner proton belt after which the proton flux levels
are at background. From 20:04 UT (L - 4.2 RE) on 23 March, through apogee,
to 03:12 UT (L - 3.6 RE) on 25 March, the satellite encounters solar
protons from the solar proton event well in progress. Within 30 seconds
of the SSC, at 03:42 UT on 24 March, the protons in all the channels
between 2Q and 80 MeV showed a large increase in the one minute flux
average. In some channels the increase was more than an order of
magnitude. At this time the satellite is at an L-value of 2.55 RE. A
blowup of the shock period confirms the near simultaneity of particle
increases over these energies. For lower energies, down to 2.4 MeV, the
flux peaks were more and more gradually delayed with decreasing energy.
The peak for the 2.4 MeV particles occurred about 1 minute and 20 seconds
later than the peak at 19.4 MeV.

We follow the event into the next orbit as shown in Fig. 31. The
format is the same as Fig. 30. From 04:15 UT to 05:00 UT, the satellite
again traverses the inner belt on its way out toward apogee. However, in
this pass, the proton fluxes do not fall to background. Instead, the
effects of the solar proton event and SSC can be seen extending all the way
down into the inner belt region where a second belt (double-peaked inner
belt) at higher altitudes is in its formative stage. Near the end of the
orbit, as we once again approach perigee, the double belt structure is
clearly evident at all energies with the reestablishment of background
levels at altitudes just above the double peak. At the 54 MeV level, the
peak of the second belt is at an L-shell of 2.6 RE. Data confirming the
existence of the second belt are given by both the Space Radiation
Dosimeter and the >200 MeV proton background channel on HEEF. Figure 32,
again in the same format as Fig. 30, shows PROTEL data 42 days later, on
5 May 1991. The second proton belt is still present, although the altitude
of the flux peak has decreased somewhat (to an L-shell of 2.34 RE for the
54 MeV particles), probably due to inward diffusion. Thus, once formed,
the belt remains in a stable state for a long period. This is the same
behavior found following the February 1986 solar proton event [Ref. 35].
Exactly how long the protons remain stably trapped in the second belt will
need to be determined in later studies after the belt has died out.

Single event upset (SEU) rates in SEUs/(Bit-Day) as measured in the
MEP for the first 500 plus orbits prior to the March 1991 solar proton
event were shown as a function of L-shell in Fig. 3. Figure 33 shows a
similar plot of the same devices for 92 orbits following the solar proton
event.
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Fig. 30: One-minute average differential flux measurements for 9 energy
channels between 19.4 and 80.1 MeV versus UT for CRRES Orbit 587 on 23-24
March 1991. The sharp peak in fluxes at 03:42 UT (L- 2.55 RE) coincides
with the time of the Sudden Storm Commencement.
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Fig. 31: Same as Fig. 30, but for CRRES Orbit 588 on 24 March 1991 showing
the formation of the double-peaked inner proton radiation belt during the
early portion of the pass and its stable condition at the end of the pass.
The outer peak of the 54 MeV protons is at an L - 2.6 RE.



MULLEN * GUSSENHOVEN 645

PROTONS

5 May 1991

10 I

x 1013

0tllP 19.4 NeV

S109 26.1 9ev

to" 11 , 6'.. 1. . . LI..LA 1 L. A 30.6 9eV

o' .. . . . 3 3 3Mev

to
- 105 90 e

f0 1- . Clu.ý4 11SZ 1o• i .,:l ' -• Jf ' .L> .. 5,,,,i, 39.0 evS104 46.7 mev

c 2.60 1.38 5.5 6.29 6.65 6.63 6.16 5.12 3.46 65.9 Mev

"",o" lpatk •oA, e5 I pon a m Inwald'olanL 24..

19: 00 20: 00 21: 00 22: 00 23: 00 00: 00 01: 00 02: 00 03: 00 04: 00 UT (HASi

2.60 4.38 5.56 6.29 6.65 6.53 6.16 5.12 3.46 1.15 L (RE)

Fig. 32: Same as Fig. 30, but for CRRES Orbit 692 on 5 May 1991. The
outer peak of the 54 MeV protons has moved inward to an L -2.34+ RE-
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Fig. 33: Single event upset frequency for 35 proton sensitive devices for
the first 60 orbits (1 month) following the solar proton event of March
1991. The double belt proton structure is clearly evident in the double-
peaked SEU frequency. The dropouts at higher L-values are due to poor
statistics.

Here the statistics are not as good due to the paucity of data (fewer
orbits) especially at higher L-shells, but in the belt regions the
statistics are sufficient to pick out a well separated double-peaked
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structure. Comparing Figs. 3 and 33, the effects of the double belt
structure are very evident in upset rates between L-shells of 1.8 and 2.5.
Since this newly formed belt could continue for months, the increased upset
rates can have a major impact on spacecraft operating in or through this
region of space. These new CRRES results need to be included in an inner
belt proton model. The inclusion will not be easy because these events
occur infrequently and will have to be treated in terms of the probability
that a large shock occur and produce a second belt. The time decay of the
second proton belt as a function of particle energy and flux level will
also need to be included. The time decay is still to be determined, but
it is assumed it will be a function of the original formation level.

In addition to updating the proton belt models, the cosmic ray cutoff
models used to determine regions where normal cosmic ray backgrounds and
solar protons affect satellite systems also need major rework. The model
most often used is called the "Adams Model" which is based on a compilation
of data and early studies mostly prior to 1980 [Refs. 29, 30]. The model
was made from GeV and higher energy particles and extrapolated down to MeV
energies. Earlier studies [Ref. 36] and the CRRES data show that for
particles in the energy range that produce SEUs in electronic components
in space, the rigidity cutoffs predicted by this model are incorrect. The
cutoff altitudes (L-values) are too high both for solar protons that enter
into the magnetosphere prior to shocks and for the shock-associated
particles that penetrate much, much further into the magnetosphere as shown
in Figs. 30 and 31 above. In fact, even galactic cosmic ray particles that
create SEUs penetrate much further than the models predict as can be seen
in the SEU upset frequency statistics of Fig. 3. The upset frequencies are
flat above the inner belt(s) indicating an equal probability of upsets and
therefore, an equal accessibility of particles that produce SEUs. The
cutoffs predicted by the model show a region above the inner belt where no
significant number of upsets from cosmic rays or solar protons would occur.

While the solar protons retreated toward background levels after 24
March, the 100 keV and higher energy electrons reached peak flux levels on
the 28th and continued near peak values through the 29th of March before
they started to decrease. These levels of electrons were the highest
recorded to date on CRRES. The high fluxes were responsible for greatly
intensified arcing in the material samples of the IDM as can be seen in
Fig. 2. The greatest number of arcing instances occurred between 06:00 UT
on the 28th and 12:00 on the 29th. The material samples on CRRES were not
the only thing upsetting at the time of the high electron fluxes. Since
launch, the CRRES satellite has been prone to electrostatic discharge (ESD)
problems. During the period from 28 through 30 March numerous upsets were
recorded on CRRES. Among them were phantom instrument state changes,
temporary non-functionality of a tape recorder, non-functionality of a
digital telemetry unit, and bad status of a power converter unit. Since
all the problems occurred after the proton event and during the electron
event, it is easy to attribute them to ESD rather than SEU or dose rate
since electron dose for buried system components is minimal and SEUs are
proton or cosmic ray induced. It turns out that this period is especially
useful in studying specific anomalies on the spacecraft, since the flux
levels for both the protons and electrons that produced the anomalies were
measured, and the anomalies were separated by days so that the causative
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factors can be clearly separated. In fact, several operational satellites
experienced anomalies over the period, with some occurring only during the
proton event and some only during the electron event. In both cases,
environmental data were used to help identify the specific class of
anomalies.

The dose effects for this March 1991 event period were shown earlier
in Fig. 17 for thin shielding (82.5 mils of aluminum). For this shielding
level, there was as much dose accumulated in the less than 2 week period
than had accumulated during the previous 5 months. For thicker shielding
(457.5 mils of aluminum) typical of most spacecraft parts, the total dose
rate increased by about a factor of 6 starting near orbit 600 as can be
seen in Fig. 34. Figure 34 shows LOLET, HILET, and total dose as measured
by the Space Radiator Dosimeter versus orbit number over the first 692
orbits.

2 000 ] . . . . . . . . . . . .! 457.5 mils Al SHIELDING . TOTAL
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1600~

T1400/
0
< 1200,
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0
_ 8oo0 iLOLET
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0 --'--- ........--- --------
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Fig. 34: LOLET, HILET and total dose, measured by the Space Radiation
Dosimeter, as a function of orbit number, from 25 July 1990 to 5 May 1991.
The increase in dose rate near orbit 600 results from particle increases
following the solar flare of 22 March 1991.

The dose rate continues to remain at the increased level over 1 month
later. How long this will continue is not known, but it shows that once
particles (both electrons and protons) get into the magnetosphere and
become trapped, they remain for long periods, and can significantly change
the radiation exposure levels of space system components. This further
points out the need for dynamic models for both long and short space
missions.

In conclusion, CRRES/SPACERAD was launched to better understand the
near-Earth radiation environment and how it affects space systems. In the
first few months of operation, it has produced a wealth of information that
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will help identify and correct satellite deficiencies as well as better
define the environment in which they must operate. It will also help
modelers to better understand why and how devices upset and degrade in
space and lead to better radiation test procedures for future space
missions. The large solar-initiated event period of 23 March to 1 May 1991
has given us "a worst case" against which to test our models and scientific
understanding. If CRRES continues to operate successfully over the next
3 to 5 years as hoped, many, if not most, of the secrets of space anomaly
cause, effect and circumvention will be unlocked.
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Annex

EXPERIMENT AGENCY LIST

The experiments, acronyms, numerical designators and affiliated agencies
are:

1. Microelectronics Test Package Air Force Phillips Laboratory
(MEP) AFGL-701-1A Naval Research Laboratory

Defense Nuclear Agency
Defense Advanced Research Projects

Agency
Assurance Technology Corporation
Telenetics Corporation
Fail-Safe Technology Corporation

NASA Headquarters
NASA Goddard Space Flight Center
Microelectronics Working Group
Microelectronics Industrial

Community

2. Internal Discharge Monitor Air Force Phillips Laboratory
(IDM) AFGL-701-lB Jet Propulsion Laboratory

JAYCOR Inc.
Beers Associates

3. Gallium Arsenide Solar Panel Air Force Wright Aeronautical
Experiment (GASP) AFAPL-801 Hughes Aircraft Company

4. Space Radiation Dosimeter Air Force Phillips Laboratory
AFGL-701-2 Panametrics Inc.

5. MOS Dosimeter Naval Research Laboratory
AFGL-701-3

6. Experiment for High Energy University of Chicago
Heavy Nuclei Composition Louisiana State University
ONR- 604

7. Medium Energy Ion Mass Lockheed Palo Alto Research Lab
Spectrometer ONR-307-8-3 Office of Naval Research
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8. Low Energy Ion Mass Lockheed Palo Alto Research Lab
Spectrometer ONR-307-8-1&2 Office of Naval Research

9. Mass Ion Composition Max Planck Institut Fur
Spectrometer Aeronomie
(MICS) AFGL-701-5B The Aerospace Corporation

University of Bergen
Rutherford-Appleton Laboratory

10. Low Mass Ion Composition Los Alamos National Laboratory
Spectrometer The Aerospace Corporation
(LOMICS) AFGL-701-11B

11. Proton Switches The Aerospace Corporation
AFGL-701-7B

12. Relativistic Proton Detector University of California San Diego
AFGL-701-7A The Aerospace Corporation

13. High Energy Electron Fluxmeter Air Force Phillips Laboratory
(HEEF) AFGL-701-4 Panametrics Inc.

14. Proton Telescope Air Force Phillips Laboratory
(PROTEL) AFGL-701-8&9 Massachusetts Institute of

Technology

15. Spectrometer for Electrons Lockheed Palo Alto Research Lab
and Protons Office of Naval Research
(SEP) ONR-307-3

16. Medium Energy Electron The Aerospace Corporation
Spectrometer
(MEES) AFGL-701-5A

17. Electron Proton Angle Max Planck Institut fur Aeronomie
Spectrometer The Aerospace Corporation
(EPAS) AFGL-701-5B University of Bergen

18. Low Energy Plasma Analyzer Air Force Phillips Laboratory
(LEPA) AFCL-701-6 Mullard Space Science Laboratory

University of Sussex
Amptek Inc.

19. Heavy Ion Telescope Los Alamos National Laboratory
(HIT) AFGL-701-1lA The Aerospace Corporation

20. Search Coil Magnetometer University of Iowa
AFGL-701-13-2
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21. Fluxgate Magnetometer Air Force Phillips Laboratory
AFGL-701-13-1 Schonstedt Instrument Company

22. Passive Plasma Sounder University of Iowa
AFGL-701-15 Fairchild Corporation

Analytyx Electronic Systems Inc.

23. Langmuir Probe Instrument Air Force Phillips Laboratory
AFGL-701-14 University of California Berkeley

Regis College
Analytyx Electronic Systems Inc.
University of California San Diego
Cornell University
Weitzmann Corporation



AN OVERVIEW OF THE LONG DURATION EXPOSURE FACILITY: CASE STUDIES FOR THE
EFFECTS OF THE SPACE ENVIRONMENT ON SPACECRAFT SYSTEMS'

DAVID E. BRINZA
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

ABSTRACT. This lecture provides an introduction to the NASA Long Duration
Exposure Facility (LDEF). The basic intention for LDEF was to develop a
retrievable platform which would provide lower-cost and more frequent
access to space for the scientific and engineering community. A broad range
of scientific and engineering experiments were integrated into LDEF for the
first one-year mission which was deployed from Challenger (STS-41D) in
April 1984. Schedule slippage and the Challenger disaster led to the
unplanned extended exposure which culminated in the retrieval by Columbia
(STS-32) in January 1990. This lecture provides a broad overview of the
experiments flown aboard LDEF-l and preliminary significant results from
a spacecraft systems perspective.

Introduction

This lecture will provide a brief overview of LDEF and could only begin to
relate a small percentage of the significant scientific and engineering
findings to date. The first section of the lecture describes the LDEF
Mission 1 concept and configuration. A brief description of the
environmental characterization for the LDEF mission is described in Section
2. Selected findings from LDEF experiments are provided in Section 3. A
perspective on implications for LDEF on spacecraft systems and some iuture
research directions for space environmental effects is provided in
Section 4.

At the outset, the author would like to thank the LDEF Project Office
for providing many helpful discussions in relating the vision developed
through interactions with the unique and enthusiastic community of LDEF
space experimenters. In particular, Dr. William Kinard and Lenwood Clark
have been most cooperative in relating the philosophical approach for the
LDEF project. Much of the information presented here was gathered by the
author during the LDEF de-integration process in early 1990 and in
subsequent meetings of the Materials Special Investigation Group and the

1 Presented at the NATO Advanced Studies Institute "Behavior of
Systems in the Space Environment" held in Pitlochry, Scotland on July 7-19,
1991.
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First LDEF Post-Retrieval Symposium held in Orlando, Florida in June of
1991.

1. LDEF Mission 1 Description

The Long Duration Exposure Facility (LDEF) represents the first example of
an integrated experiment platform designed for deployment, long term space
exposure and retrieval for the Space Shuttle Program. The origins of LDEF
lie in the design of a very simple low-cost payload which could demonstrate
the ability of the Space Shuttle to launch, deploy and retrieve large
payloads in low earth orbit (LEO). The predecessor of LDEF was a simple
cylindrical payload known as Micrometeoroid Experiment Platform (MEP)
designed strictly to characterize the LEO micrometeoroid and debris
environment. The proposed experiment was approved as an early Space Shuttle
payload. It was noted that with relatively minor modification the structure
would be capable of integrating many self-contained experiments for long
term space exposure. The platform was designed to permit simple integration
of experimental "trays" into a large structure to be launched, recovered,
refurbished and reflown on an 18-month cycle. A NASA announcement of
opportunity was issued in 1979 for participation on LDEF and over 200
proposals were received. Fifty-seven experiments were selected for LDEF
Mission 1 [Ref. 1] covering an extremely broad range of scientific and
engineering interests including biology, micrometeoroid and debris,
radiation and cosmic rays, materials science and effects on systems due to
long term space exposure.

The philosophy for the experiment design for the LDEF project was
quite unlike that found in typical space experiments. The planned retrieval
and possibilities for reflight encouraged development of low-cost passive
and active experimental designs. The LDEF project did not impose
requirements upon the experimenters beyond straight forward interface
controls and meeting Shuttle safety rules. As a result, the experimenter
was able to establish a level of risk consistent with available funding.
The ability to perform post-retrieval analysis and refurbishment of
hardware to correct any anomalies or examine unexpected phenomena prior to
reflight reinforced a low-cost philosophy. This concept was felt to be the
wave of the future for space experiments, with NASA, university,
industrial, military, other government agencies and foreign participants.
LDEF would provide the scientific and engineering community with a facility
for long-term microgravity and space environmental exposure planned for
frequent access to space.

The LDEF structure is a twelve-sided welded and bolted aluminum
cylindrical framework approximately 14 feet in diameter
and thirty feet in length. The unpopulated structure weighed approximately
8,000 pounds. The LDEF structure accommodated 70 experiment trays with
dimensions of 34" x 50" on the circumference and 14 trays of 34" x 34" on
the earth and space ends. The experimenters could select tray depths of 3,
6 or 12 inches with a weight range of 180 to 200 pounds. The populated LDEF
structure included experiments listed in Table 1 and weighed nearly 21,400
pounds.
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Table 1. LDEF Mission 1 Experiments.

Micrometerold and Debris Materials
"* Space Debris Impact * Crystal Growth
"* Microabrasion Package * Atomic Oxygen Outgassing
"* Meteoroid Impact Craters o Atomic Oxygen Interactions
"* Dust Debris Collection * High-Toughness Graphite Epoxy
0 Chemistry of Micrometeoroids o Composite Materials for Space
"• Measurements of Micrometeoroids Structures
"* Interplanetary Dust Experiment * Epoxy Matrix Composites
"• Meteoroid Damage to Spacecraft * Composite Materials

a Metallic MateriaLs under
Poyer, Propulsion, Thermal Ultravacuum
o Solar Array Materials * Graphite-Polyimide and
* Advanced Photovoltaics Graphite-Epoxy
* Coatings and Solar Cells o Spacecraft Materials
9 High Voltage Drainage * Polymer Matrix Composites
9 Solid Rocket Materials * Balloon Materials Degradation
e Variable Conductance Heat Pipe * Thermal Control Surfaces
o Low-Temperature Heat Pipe * Textured and Coated Surfaces
* Transverse Flat-Plate Heat Pipe • Radar Phased-Array Antenna
- Thermal Measurements

Optics and Electronics
Space Science s Infrared Multilayer Filters
* Interstellar Gas o Pyroelectric Infrared Detectors
• Ultra-Heavy Cosmic Ray Nuclei Metal Film and Multilayers
* Heavy Ions * Vacuum-Deposited Optical
• Trapped-Proton Energy Spectrum Coatings
* Heavy Cosmic Ray Nuclei * Ruled and Holographic Gratings
• Linear Energy Transfer Spectrum * Optical Fibers and Components

* Holographic Data Storage
Life Sciences Crystals
o Biostack * ERB-Experiment Components
* Seeds in Space * Solar Radiation on Glasses
* Student Seeds Experiment * Quartz Crystal Oscillators

* Active Optical System
Components

* Fiber Optic Data Transmission
o Fiber Optics Systems
s Space Environmental Effects

LDEF was placed into orbit at an altitude of 482 km on April 7, 1984
by the Space Shuttle Challenger (STS-41D). The LDEF satellite was
gravity-gradient stabilized and was intended to be retrieved after 10
months on orbit. As a result of manifest changes for the Space Shuttle and
the Challenger disaster, LDEF was not recovered until January 12, 1990 by
Columbia (STS-32). At the time of recovery, the orbit of LDEF had decayed
to an altitude of 340 km and had completed over 32,000 orbits over the 69
months in space. Obvious damage had occurred to materials on LDEF as seen
in the retrieval photograph (Fig. 1).
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Fig. 1: Retrieval of the Long Duration Exposure Facility after nearly six
years in Low Earth Orbit.

The extended exposed of LDEF impacted the project in several manners.
The leading edge surfaces were exposed to a very high fluence of atomic
oxygen, with nearly half of the mission fluence obtained during the last
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six months on orbit. The external surfaces of LDEF were subjected to
substantially greater levels of solar W, particle impacts and ionizing
radiation than those anticipated in the original mission plan. In effect,
the LDEF satellite had become a collective experiment of greater value than
the original set of individual experiments. A small portion of the
experiments were adversely affected due to changes in the investigative
personnel, loss of pre-f light data and controls, and funding discontinuity.
Yet LDEF was unquestionably a treasure chest of space environmental effects
data which could provide invaluable information for design of future
long-life space assets, particularly Space Station Freedom.

In order to provide a coherent picture of the effects of the
unplanned extended duration of the mission, the LDEF Project Office formed
four Special Investigation Groups (SIGs). The SIGs drew membership from
NASA centers, the Department of Defense, and foreign agencies to brief a
broad range of expertise in Materials, Micrometeoroid and Debris, Induced
Radioactivity and Systems disciplines. The role of the SIG's was to assess
global effects of the extended mission to LDEF on the whole and to provide
assistance as requested (and within budgetary constraints) by the LDEF
experimenter community in analysis of the individual experiments. The LDEF
Project Office also rontracted the Boeing Defense and Space Group to
perform system and materials analyses in support of the SIG's and
investigators.

2. LDEF Environment Definition

The most readily identified effects on LDEF were attributed to atomic
oxygen exposure, micrometeoroid and debris impacts, solar ultraviolet
radiation and contamination. Some less obvious were effects attributed to
thermal cycling and extremes. Effects due to ionizing radiation were indeed
subtle upon casual inspection. The LDEF Project Office placed a high
priority in quantifying the LDEF environments to permit analysis and
interpretation of effects. The LDEF environment definition was accomplished
through a team effort, involving LDEF experimenters, the LDEF Project
Office and SIGs, and Boeing Defense and Space Group. The following
summarizes findings fnr the T.DEF environments.

Visual evidence on the external surfaces of LDEF, particularly the
earth and space ends, due to shadowing effects of atomic oxygen, led to
speculation that LDEF was slightly misoriented about the yaw axis. More
detailed analysis of these shadowing patterns, performed primarily by Dr.
Bruce Banks of NASA Lewis Research Center [Ref. 2], and refined by analysis
of a pinhole camera [Ref. 3] by Dr. John Gregory of the University of
Alabama-Huntsville, indicated that the LDEF attitude was about 8° off of
the intended velocity vector in the yaw axis and less than 1° in the pitch
axis. This orientation information was important for assessing atomic

oxygen fluences and micrometeoroid and debris distributions for the LDEF
surfaces. The origin of this slight misorientation remains unexplained as
the moments of LDEF were carefully adjusted prior to launch and are
believed to lie outside of the preflight predictions for three axis gravity
gradient stabilization limits.

The micrometeroid and debris (M&D) impact distribution was
characterized via post-flight inspection of all LDEF surfaces by the M&D
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SIG "A-team". In a monumental effort during de integration, over 34,000
impacts were located and catalogued in a computerized database and
extensively documented [Ref. 4] by the "A team". Many of the larger or more
interesting craters and penetrations were imaged via a digital stereoscopic
imaging system and stored on optical disk for subsequent analysis. The
impact survey revealed a factor of 10 - 20 greater impact frequency on the
leading edge surfaces as compared to trailing edge surfaces. The findings
indicate that the Pre-LDEF models underpredict impactors in the small size
range (< 5 micron). The mean impact velocity is approximately 17 km/s.
Presence of debris impacts on trailing edge and earth end indicate debris
exists in highly elliptical orbits, most likely due to orbit transfer
vehicles. The largest impactor encountered by LDEF was probably on the
order on 1 mm diameter and most large particles were from natural sources.
Silvered/teflon thermal blankets seemed to perform effectively as Whipple
shield "bumpers". Impact frequency data [Ref. 5] was recorded by the
Interplanetary Dust Experiment during the first year of the LDEF mission.
This data revealed the presence of persistent debris clouds associated the
Shuttle during deployment and a launch event several months after LDEF
deployment.

The estimate of atomic oxygen fluences for the surfaces of LDEF shown
in Fig. 2 was compiled by Boeing Defense and Space Group [Ref. 6]. The
model for estimating fluences included solar activity and geomagnetic
parameters for the MSIS-86 model, orbital elements for LDEF from NORAD,
effects due to thermal velocity and atmospheric co-rotation and the
misorientation of the LDEF satellite. The leading edge fluence of 8.7 x
1021 atoms/cm2 would be expected to erode about 250 microns of Kapton, a
result reportedly confirmed on the Interaction of Atomic Oxygen with Solid
Surfaces at Orbital Altitudes experiment [Ref. 7]. The effects of LDEF
misorientation and atomic oxygen thermal velocities lead to a nearly factor
of 100 difference in atomic oxygen fluence for the row 6 and row 12
surfaces which were intended to be nominally parallel to the velocity
vector of LDEF. Boeing Defense and Space Group is developing a model to
characterize microenvironments for LDEF experiments which will include
scattered atomic oxygen as well as direct atomic oxygen and solar fluences.

Contamination effects were easily observed in many locations aboard
the LDEF satellite. Heavy, highly localized molecular deposits were noted
near cables and connectors as well as near vent locations and various
materials. A thin, ubiquitous film was also detected over the LDEF
structure. The entire interior surface of LDEF was painted with a diffuse
black paint, Chemglaze Z-306, which was not baked. Tests performed at the
Air Force Arnold Engineering and Development Center (AEDC) indicate that
Z-306 outgassing products would produce a contaminant film on surfaces
exposure to solar radiation. An adequate source for the silicone component
of the LDEF contaminant film could not be identified aboard the LDEF
satellite. The particle contaminant distribution over LDEF was also
characterized for the LDEF mission life. LDEF was deployed with a
cleanliness level consistent with MIL-STD 1246B Level 1O00C to Level 2000C.
As a result of orbital exposure, retrieval, ferry flight and deintegration
activities, the particle distribution was significantly increased. Results
of the study of contaminants aboard LDEF were reported at the First LDEF
Post-Retrieval Symposium [Ref. 81.
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Fig. 2: Atomic oxygen fluences for LDEF surfaces, anomalously high
fluences on Rows 2 and 3 are due to unintentional vehicle roll after
retrieval.

A thermal model for LDEF was constructed and compared with recorded
on-orbit temperatures at various locations. The results were documented to
provide a detailed solar fluence [Ref. 9] and time temperature history
[Ref. 10] for LDEF surfaces. The space end of LDEF received approximately
14,500 equivalent solar hours (ESH) of direct solar radiation during the
mission. The surfaces about the perimeter of LDEF received between 6,000
and 11,000 ESH while the earth end received about 1200 ESH direct solar
illumination. The thermal measurements indicated that the LDEF structure
experienced temperature extremes ranging from O0C to 60*C. Experiment
surfaces obviously encountered much broader temperature variations,
depending upon thermal optical properties, mass and conduction paths of the
experiment hardware. A refined thermal model, constructed by NASA Langley
Research Center, is accessible to LDEF experimenters to perform individual
thermal analyses for experiment components.

The LEO environment is generally considered to be a relatively benign
environment with respect to charged particle radiation. LDEF, by virtue of
its extended exposure to the space environment, provided an opportunity to
examine induced radioactivity about a large three-axis stabilized space
structure. Shortly after transfer to the Spacecraft Assembly and
Encapsulation Facility (SAEF-2) at Kennedy Space Center, an array of
gamma-ray spectrometers from the Naval Research Laboratory were positioned
about the LDEF structure. The trunnions and keel pin were also removed and
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sectioned for gamma-ray measurements. Radionuclel from spallation reactions
with aluminum, such as 22Na were detected as expected. A strong anisotropy
of proton activation was observed with the west surface (trailing edge)
experiencing a substantially greater fluence that the east surface. The
more surprising result was the unexpectedly high levels of 7Be detected on
the leading edge of LDEF. The 7Be radionucleus is formed by spallation of
oxygen and nitrogen at stratospheric altitudes by cosmic rays. The levels
of 7Be found on LDEF are far greater than expected by diffusive transport
mechanisms, indicating unexpected dynamics within the upper atmosphere
which more efficiently transport 7Be to high altitudes. Induced
radioactivity and ionizing radiation exposure levels are provided in the
report [Ref. 11] from the LDEF Induced Radiation SIG.

3. Selected Findings from LDEF

The primary structure of LDEF was constructed from 6061-T6 aluminum and
suffered very little, if any, degradation as a result of extended exposure
to the launch and space environments [Ref. 12]. During deintegration, the
torques of fasteners for the tray clamps were recorded. A very small
percentage of fastener torques were found to lie significantly outside the
pre-flight values. Several experimenters reported shearing of smaller
fasteners during tray level deintegration. This phenomenon was attributed
to galling of the fasteners during installation, particularly in the case
of unlubricated fasteners. No cases of metallic cold welding were found
aboard LDEF [Ref. 13], including on an experiment designed to present
favorable conditions for cold welding [Ref. 14].

Organic matrix composite materials were found to be significantly
affected by atomic oxygen erosion on the leading edge. Mechanical
properties (modulus and strength) were degraded and dimensional stability
affected due to erosional loss of material [Ref. 15]. Composites on the
trailing edge or those which were protected by metal films were essentially
unaffected. Some composites experienced dimensional changes due to thermal,
cycling and outgassing over a period ranging from weeks to months [Ref.
16].

Thermal control materials and coatings performance was the subject
of several LDEF experiments. A number of white paints were evaluated in
varying environments. Chemglaze A-276 was found to be significantly
darkened on the trailing edge of LDEF whereas A-276 on the leading edge was
found to be white (see Fig. 3). This ram/wake asymmetry is attributed [Ref.
17] to atomic oxygen removal of the urethane binder which is readily
darkened by solar ultraviolet radiation. The silicone-based S13G/LO was
found to degrade significantly in both ram and wake environments. The
ceramic white paints [Ref. 18] such as Z-93 and YB-71 were found to be
essentially unaffected aboard LDEF. The chromic acid anodize was found to
perform well on LDEF [Ref. 19], the Space Station Freedom sulfuric acid
anodize coating for aluminum was not flown on LDEF. The silvered teflon
(Ag/FEP) blankets flown on LDEF were obviously affected on the leading edge
appearing "fogged" whereas those blankets on the trailing edge appeared
unaffected. The fogged appearance of the leading edge Ag/FEP was due to
atomic oxygen erosion with approximately 20 microns removed on the leading
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edge [Ref. 20]. Trailing edge Ag/FEP blankets developed an embrittled layer
attributed to solar vacuum ultraviolet radiation [Ref. 21]. Micrometeroid
and debris impacts on the Ag/FEP blankets created large delamination zones
about the impact site [Ref. 4]. Unexpected degradation occurred for a
bonded Ag/FEP film which was attributed [Ref. 22] to the application
process which permitted the adhesive to migrate through cracks in the
silver layer which subsequently darkened upon solar ultraviolet exposure.
A vapor deposited aluminum on Kapton (VDA/Kapton) blanket completely
disintegrated on the leading edge, creating vast amounts of aluminum debris
[Ref. 23]. The VDA/Kapton blanket on the trailing edge was found to be
essentially unaffected.

LDEF A276 Solar Absorptance Versus Angle from Ram
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Pig. 3: Plot of A276 solar absorptance versus angle from velocity vector.
The partial "scrubbing" of the Row 6 specimen (98.3" from ram) is due to
the thermal velocity effects of atomic oxygen.

Optical materials aboard LDEF experienced levels of degradation
ranging from essentially unchanged to total loss of performance [Ref. 24].
Many optical test specimens were severely affected by molecular
contamination [Ref. 25] with significant loss of spectral transmission or
reflectance in the ultraviolet and infrared regions. Several optical
materials were damaged by micrometeoroid or debris impacts with a few
specimens fractured but many being pitted by small impactors. Se Rral
optical coatings were severely degraded by atomic oxygen, thermal cy ling
or solar ultraviolet radiation.
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Solar cells aboard LDEF generally performed quite well. A number of
cells were cracked by micrometeoroid or debris impacts. Some cells showed
slight performance degradation due to contamination of the covers. In
general, the solar cells aboard LDEF showed power production degradation
of less than 10% [Ref. 26].

The Experiment Initiate System (EIS), Experiment Power and Data
Systems (EPDS), experimenter electronics, batteries, and associated
harnessing were planned to be extensively tested by the LDEF Systems SIG
[Ref. 27]. The EIS was found to perform nominally in post-flight
examination with the exception of one unused indicator relay which suffered
from an intermittent condition attributed to particulate contamination
within the device. The EPDS generally functioned as expected on orbit with
the exception of one of Magnetic Tape Modules in which a relay failure
caused a portion of early flight data for the Thermal Control Surfaces
Experiment to be overwritten. More detailed analyses of the EPDS was not
possible since the pre-flight performance data was purged by the
manufacturer. Generally experimenter unique electronics worked well with
the exception of one experiment where the failure was attributed to a
design problem. LDEF batteries, particularly the lithium sulfur dioxide
batteries, performed very well. Some leakage occurred in a lithium carbon
monofluoride battery due to deformation of the o-ring seal, however, the
batteries performance was not compromised. Harnesses were generally found
in good condition. Some connectors used by experimenters were not space
rated and outgassed excessively. In spite of relatively widespread use of
non-space rated components (i.e. MIL-STD 883B or commercial parts), no
anomalies in the electronic and power systems aboard LDEF were attributed
to extended exposure to the LEO environment.

4. Implications for LEO Spacecraft Systems, Present and Future

LDEF has provided a great deal of valuable data for spacecraft designers.
The integrity of the LDEF structure implies high reliability in welded and
bolted metal designs. Advanced high performance composite spacecraft
structure need to account for environmental effects due to atomic oxygen
and thermal cycling. The materials selection process for thermal control
materials and coatings has been aided by the eva .uation of these materials
on LDEF. Ceramic white coatings performed very well, but flexible white
coating did not fare well in LEO. Silver teflon blankets generally
performed well but may degrade in very long life missions. Unprotected
VDA/Kapton is not recommended for surface expected to encounter significant
atomic oxygen fluence. Contamination effects on optical components were
demonstrated to significantly degrade performance of certain optics.
Micrometeoroid and debris also represents a considerable risk to
high-perfermance large optics. Solar cell performance is expected to suffer
little degradation in LEO although micrometeoroid and debris impacts can
affect pf:rformance. The LEO environment poses little risk to electronic and
power systems and the use of fully space qualified (Class S) parts is not
seen as necessary provided good design practice is followed. The use of
electromechanical devices adds risk to system design and solid state
alternatives should be used where practical.
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Based on the quantity and quality of data which LDEF is returning,
the need for long term space exposure facilities is apparent. Space Station
Freedom will provide a platform for conducting space environmental effects
research in the twenty-first century. The shorter term thrusts for space
environmental effects research should focus on improving our understanding
of the space environment by modeling and further space experiments. The
space debris environment, in particular, should be characterized more
thoroughly and monitored for assessment of debris growth. The need for
testing and validation of new materials technologies prior to incorporation
into long-life operational space assets will continue to exist. Development
of improved ground simulation capabilities will be guided by correlative
studies of materials degradation with space exposure experiments. A
low-cost long term space exposure platform could also be useful in
evaluating long life space mechanisms, high capacity data storage devices,
communications technologies, advanced power systems and other advanced
subsystem elements prior to use in civilian, military and commercial
spacecraft systems.
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SPACE POWER EXPERIMENTS ABOARD ROCKETS

E.E. KUNHARDT
Weber Research Institute
Polytechnic University
Farmlngdale, New York 11735

1. Introduction

Space Power Experiments Aboard Rockets (SPEAR) is a research program
sponsored by the Strategic Defense Initiative Organization, Innovative
Science and Technology division (SDIO/IST), and managed by the Defense
Nuclear Agency (DNA), whose objectives are: 1) to develop pulse power
systems and components that exploit the space-vacuum for insulation
(thereby reducing the weight of the payload), and demonstrate their
operation in space, and 2) establish the basis for treating problems in the
areas of high voltage insulation, "grounding", and operation of high
voltage/current systems in the Low Earth Orbit (LEO) space environment.

SPEAR consists of a series of rocket-borne experiments (RBE) and
associated supporting effort involving theoretical, computational, and
experimental components. Two RBE have been carried out, and a third is
presently in preparation. The first and third RBE are being conducted
under the direction of Utah State University, whereas in the second Space
Data Corporation has had both integration and launch responsibility. The
supporting effort is distributed among the following institutions: Auburn
University, Maxwell Laboratory, Naval research Laboratory, Polytechnic
University, Texas Tech University, University of Maryland, the University
of Texas at Arlington, and Westinghouse.

The first RBE, SPEAR I, has addressed basic issues related to the
program objectives (Refs. 1-12]. The SPEAR I payload configuration,
including a block diagram of the power circuit, is shown in Fig. 1
[Ref. 1]. This configuration was flown on rec, 1987, in a suborbital
flight from the NASA facility at Wallops Island, Virginia. It reached an
apogee of 369 km. A sequence of positive bias voltages were applied to the
spheres with respect to the rocket body and the resulting current flowing
in the circuit measured. Data were gathered for three orientations of the
plane, S, of the spheres relative to the direction of the magnetic field
of the earth. The I-V characteristics are shown in Fig. 2 [Ref. 1] (the
direction of B is given relative to the plane S). From these data and
numerical simulations [Ref. 9], the behavior of bi-polar objects in LEO,
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and in particular the dynamics of interacting sheaths have been elucidated
("Current Collection by High-Voltage Spacecraft", Ira Katz). For voltages
up to 46 kV and altitudes above 100 km, no breakdown has been observed
under these experimental conditions.

The current-voltage and breakdown characteristics for two electrode
systems in test chambers of various sizes and under various background
conditions [Refs. 3-8] (including low density neutral and ionized gases)
have also been measured. This was done in connection with pre-flight tests
of the payload [Ref. 6] and to asses the validity of ground-based
ionospheric simulation experiments. Theoretical and computational models
[Refs. 9-12] have been developed for determining the current flow to a
stressed electrode exposed to LEO, and the threshold voltages for breakdown
of the sheath surrounding it, and for breakdown of the medium between two
biased electrodes. These threshold voltages have been measured in the
chamber experiments using a low density ionized gas as background, and a
spherical electrode biased with respect to the chamber wall. The sheath
breakdown criterion applies to the regime of charged particle density where
the separation, d, between the electrodes (sphere-chamber) is larger than
the dimensions of the sheath (denoted by r,), so that wall effects (due to
the interaction of the charge particles with the chamber walls) are
minimized. This situation exemplifies that found in SPEAR I. The
two-electrode breakdown threshold applies to the density regime where r.
>> d. This type of breakdown can occur between components of partially
confined payloads, similar to SPEAR II, when the breakdown threshold
voltage is below the operating voltage.

In the second RBE, SPEAR II, the payload consisted of two pulse power
systems, selected as models for the power supplies needed for SDIO directed
energy and electromagnetic launcher systems. A salient feature of the
payload is that critical components in these systems made use of
space-vacuum insulation. A block diagram of the payload is shown in
Fig. 3. It consists of a high voltage system that delivers a 100 kV, 10 amp
(IMW) pulse of up to 50 microsecond duration to the anode-cathode structure
of a klystrode RF power tube, and a high current system that drives an
electromagnetic launcher operating at 140 kA and 6 kV. A number of
space-vacuum insulated components form part of these systems, including a
pulse transformer, storage inductor (both desi-ned by Westinghouse), and
pulse forming components (designed by Maxwell Laboratory) . The payload was
tested in a chamber under conditions simulating the space environment,
successfully demonstrating the merit of the design concepts (testing under
flight conditions was to take place on 25 July 1990, on a suborbital flight
from the White Sands Missile Range; but thirty-five seconds into the
flight, the rocket veered off course and had to be destroyed).

The third RBE is in the planning stage and is to investigate issues
related to the : a) discharging of charged objects via different
"grounding" schemes, b) operation of high voltage solar arrays, and c) the
current-voltage and breakdown characteristics of an uni-polar object
(single stressed electrode relative to the space-plasma) in LEO (this
complements the results obtained in SPEAR I for bi-polar objects. This
measurement was not perform in SPEAR I since the cover plate exposing the
plasma contactor to the ionosphere could not be opened, and consequently
the rocket body could not be brought to plasma potential).
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2. Pulse Power Technology In Space

2.1. BACKGROUND

A block diagram of a generic pulse power system, with examples of system
components, is shown in Fig. 4. The system contains four major elements:
1) power generator, 2) energy storage components, 3) switches, and 4) the
load. The operating time scales and power levels throughout the system are
functions of load requirements. Power levels corresponding to SPEAR II are
-shown in Fig. 3 (similar layouts have been used for Figs. 3 and 4). These
factors place requirements on the medium used for insulation and the
techniques for integrating the components into an operating system. Since
the voltage at which an insulating medium breaks down is a function of the
duration of application (increasing with decreasing duration) [Ref. 13],
Fig. 4 suggests that the insulation requirements vary along the power
train. The general approach for determining these requirements is to use
criteria derived from DC application as reference, since it represents the
minimum threshold voltage for the failure of the insulation. This paper
discusses these criteria in the context of the space environment. In SPEAR
II for example, the power generator (battery and capacitors in Fig. 3) and
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the switches "were inside the gas insulated section so that classical
insulation principles applied (although the need to minimize weight is
always present). The energy storage components used both types of
insulation, gas (internal PFN) and space-vacuum (external PFN, Inductor,
and pulse transfornme), whereas the loads were open to space.

Given that these systems are intended for space applications, there
is a compelling need for reducing their size and weight as compared to
those intended for, earth-based applications. Space-based systems present
the designer with the possibility for making optimal use of vacuum
insulation to meet the criterion of reduced weight. However a closer look
at the parameters defining the "space-vacuum3 (see lecture by R.V. Latham
p. 467) shows that it has unique dielectric properties, significantly
different from those used in earth-based systems. This drive demands an
understanding of the electrical properties of materials and methods for
controlling electric and magnetic distributions in this environment. As
far as its insulating properties are concerned, this medium behaves more
like a weakly ionized gas (albeit with extremely low density) than a
"Wvacuum". Moreover, because of the low density and the large volumes which
need to be considered, this behavior is significantly influenced by the
earth's magnetic field. Thus, as will become evident from the discussion
in this paper, to characterize its behavior as an insulator, it is
necessary to ascertain both its breakdown characteristics and the loading
it represents to a power system du. to leakage currents. This can be
achieved by obtaining the current-voltage and breakdown characteristics of
generic electrode configurations and background conditions, which can then
be extrapolated to other sit~uations.

The experimental and theoretical base that serves as a guideline in
the use of this medium as insulation has been lacking. Using earth-based
systems as a guide, it is recognized that because of the complexity of the
problems [arising for example from the interaction of applied fields and
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the changing local field and material parameters (due to space charge
effects)] a special approach is necessary for specifying, with reasonable
accuracy, the insulation requirements in a practical system. This approach
has two aspects: 1) the theoretical basis for calculating dielectric
strengths, leakage currents,and field distributions, given the operating
conditions, and 2) an experimental data base for dielectric strengths and
leakage currents using model (generic) field distributions (in space and
time) similar to those existing in the particular applications. This latter
aspect implies more than just the validation of the theory, in that for the
specific application, the parameter space may be either unknown or lie
outside the range of validity of the theory, and a combination of both
aspects may then be necessary.

The SPEAR program has made significant contributions towards both
aspects of the space insulation problem. An extensive body of knowledge has
evolved which is summarized in sections III-VI without reference to
specific contributors. Before doing so, since the theoretical foundations
for space insulation start with concepts originating in the parameter space
of earth-base systems, this space and the corresponding theoretical
foundations are reviewed in Sec. 2.2B. The parameter space associated with
the space-vacuum and the models that have been chosen for electrode
configuration are discussed in Sec. 2.2C.

2.2. PARAMETER SPACE AND DIELECTRIC STRENGTH OF INSULATING MATERIALS
PERTINENT TO EARTH-BASED SYSTEMS

This topic of course is the subject of a number of books and journal
articles [Refs. 13-17]. Our only purpose is to present those aspects that
will serve to place into context the problem of space-vacuum insulation.
There are four insulating media used in earth-based applications: gases,
solids, liquids, and vacuum. The theory for gas insulation is the most
advanced and the one that is most pertinent. This is because the dielectric
strength of the space-vacuum arise from its gas-like characteristics. An
important difference between the two medium is evident. For voltages below
the breakdown threshold, the pre-breakdown (leakage) currents are
essentially zero in a gas (unless the electrodes are highly non-uniform
giving rise to corona discharges, see Sec. 2.2B), whereas they may be
significant in the space-vacuum. The leakage currents in this case are
associated with either current collection from the ambient plasma (see Sec.
2.2C) or with toroidal discharges which are the analog of corona discharges
(see Sec. 4). Consequently, in a gas, the problem of insulation reduces
to obtaining the breakdown characteristics of the gas in a particular
electrode configuration (field distribution).

There are three generic field distributions that form the basis for
the theoretical approach to the problem of insulation in earth-based
systems. These distributions are created in the following electrode
configurations (or geometries): 1) plane-plane, 2) sphere-sphere (the
rod-plane geometry is considered as a special case of this geometry), and
3) concentric cylinders. The theory for determining the dielectric strength
of a homogeneous insulating gas placed between two plane electrodes is
considerably more advanced than for the other configurations. This theory
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(the Townsend theory) is presented first, followed by those that apply to
non-uniform geometries.

A. Uniform Field Breakdown (plane-plane geometry)

The theory of breakdown in uniform fields (Townsend Breakdown) has
provided one of the primary tools in the design of earth-based power
components and systems, namely the "Paschen law". This "law" expresses the
insulating strength of the gas as a function of the parameter space of the
medium and inter-electrode separation. The development of the theory is
sketched below.

Consider smooth parallel plate electrodes separated-by a distance d,
with the interelectrode space homogeneously filled with a .gas at a density
N. The density is sufficiently high that the electron mean free path, A,

is of the orear or less than d (1 < d). In the absence of a magnetic field,
the avalanche enhanced current, I, resulting from an applied electric
field, E-V/d (where V is the voltage between the electrodes) and an
external source of current at the cathode, 1 0, is determined from the
continuity equations for the electron and ion currents, I. and I1,
respectively. That is,

d 1. aI* (la)

d I(lb)

and the conditions,

I - Io(x) + l 1 (x) - Io(d) (lc)

IZ'(o) - 10 + Y IZ(O) (ld)

where a is the primary ionization coefficient, and y is the secondary
electron production coefficient due to ion impact on the cathode. The
solution to these equations (neglecting space-charge effects so that a can
be taken to be constant) is

Z ad *(2)

The condition for which the secondary (y) process can sustain the current
I with 10-0 is defined as breakdown. From Eq. 2, this is obtained by
setting the denominator to zero,
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y - ) - 1 (3)

[a more general expression than this equation is obtained by substituting
r/a for y, where w is the generalized secondary electron production
coefficient (- ay + 0 + 8 + ..... with 0 and 6 being the electron
production coefficients due to ion impact ionization of the gas and
photo-ionization, respectively)].

Since a/N and u/N are functions of E/N, Eq. (3) can in principle be
solved for the field (or voltage) that leads to breakdown, E. (or V.), in
terms of the product Nd. This results in a relationship of the form

V, - V,(Nd) (4)

which is known as the Paschen Law. In certain regimes, the functional
relation between a/N and E/N can be approximated by

a/N - A exp(-BN/E) (5)

where A and B are constants for a given gas. Assuming that the most
important secondary process is the y-process (w/a - y) and that y is a
slowly varying function of E/N over a wide range of values (this is an
experimentally observed fact), then using Eq. (5), Eq. (4) for V. becomes

V. - B Nd/(C1 + ln(ANd)) (6)

where

C1 - ln(l / ln(l+ I/ y)).

From this equation it can be seen that at large values of Nd ("the
right hand side of the Paschen curve"), the breakdown voltage, Vs,
Increases with increasing Nd. Similarly, at low Nd values (" the left hand
side of the Paschen curve"), V., increases with decreasing Nd. In the
transition from low to high values of Nd, the breakdown voltage goes
through a minimum (the Paschen minimum), Vs mi,, at an Nd value denoted by
N4.in. With voltages lower than V. j. , it is impossible to cause the
breakdown of a uniform field gap. A sketch of the breakdown characteristics
in this geometry is shown in Fig. 5. Also shown is the range over which
Eq. (6) is valid. The range of Nd below the Paschen regime corresponds to
semi-vacuum [Ref. 16] and vacuum breakdown, which involve processes other
than the a and w processes.

Theoretically, Eq. (6) is valid as long as the gas density is uniform
and sufficiently high that the various coefficients appearing in the

equation can be defined. This occurs in a range of Nd about Ndmin such that
the mean free path for collision is less than, or of the order of, the
inter-electrode separation. Moreover, the avalanche growth (exp(ad)) must
be sufficiently low that the evolving space charge does not influence this
growth. This is in general true if the space charge field is much less than
the applied field at breakdown. At atmospheric pressures, the growth factor
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Fig. 5: Sketch of the breakdown voltage vs pd for B - 0, showing Paschen
regime.

must be less than 107, corresponding to an electron density of 1012 cm- 3 .
A number of experimental investigations (of the steady state type) have
been conducted to confirm Paschen's law. The results agree well with Eq.
(6) for values of Nd up to approximately 1020 cm"2 and down to approximately
1015 cm"2 (see Fig. 5). Outside this range, additional factors need to be
considered that are not taken into account in Eq. (4). At high Nd,
irregularities in the cathode surface cause local field intensification
leading to larger than average avalanche gains, and consequently to lower
breakdown voltages than predicted from Eq. (4). Similarly, at low Nd,
surface irregularities combined with gas inhomogeneities (produced via
various mechanisms) result in deviations from Eq. (4).

As mentioned earlier, Eq. (4) is also not applicable when the
avalanche gain is sufficiently high that the resulting space charge field
becomes of the order of the applied field. In this case, a
semi-quantitative breakdown condition can be developed based on the concept
of a streamer. The resulting expression may however be viewed as a
generalization of Eq. (4), and can be written as

exp dxj - nc (7)

where x, is the distance along the field line in which an avalanche
reaches the critical number, n, (approximately 108), necessary for the
initiation of a streamer. It is assumed that if the condition for streamer
formation is met, breakdown follows.

In the presence of a transverse external magnetic field,B (as would
be the case in space) the breakdown characteristics (Eq. (4)) are affected
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Fig. 6: Sketch of the effect of A on breakdoWn voltage.

as schematically depicted in Fig. 6 [Ref. 20]. For Nd >> Nd.,, a non-zero
value for B always increases V3. Whereas for Nd << Ndn., a small B causes
a decrease in V., while a large B increases V,. This effect of the
magnetic field on the breakdown characteristics may be incorporated into
Eq. (4) via the concept of effective density or field. That is, defining
the effective density, N', via the relation [Ref. 18]

N'- N/l ÷ (Wt)2  (8)

where a. is the cyclotron frequency (eB/m), and tc - y¥/Nv, with y. being
the collision free path at 1 -m Hg pressure and v the average electron
velocity. The primary ionization coefficient in the presence of a magnetic
field can be obtained from its B-0 value using the relation

a3 (B/N,E•/N) - -(O,.•/N') (9)

Similar relations hold for the other coefficients appearing in Eq. (4).
Thus the breakdown characteristic can still be determined from an
expression similar to Eq. (4). However, these concepts are only useful for
values of B such that y. is less than the cyclotron orbit, 2 r. where rc
is the cyclotron radius. There is no theory available outside of this
regime.

B. Non-uniform Field Breakdown

The theory for breakdown in the other two generic configurations is
not as developed as for parallel-plate electrodes; moreover, the approach
is based on either the Townsend or streamer theories for uniform fields,
so that the same parameters and concepts developed in connection with these
theories are still useful. Thus in practice, where all three types of
generic field configurations are encountered, the Paschen law and streamer
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formation criterion developed (theoretically or experimentally) for these
configurations are used for determining insulation requirements (depending
on the conditions, as discussed below). Thus Eq. (7) which has been
interpreted as an expression for the breakdown condition in both theories.
is also applicable to the other generic configurations. In this case, a
(-Oagf) depends on space and the integration in Eq. (7) is taken along the
path of highest field strength (highest growth).

For highly non-uniform fields (the degree of non uniformity is
measured in terms of the peak to average field ratio), such as point-plane
electrodes, manifestations of transient or steady state luminous corona
discharges (*partial" breakdown) are observed without the occurrence of
"complete" breakdown (where "complete" breakdown refers to the
establishment of a low impedance channel that bridges the interelectrode
space). The voltage at which a corona discharge develops (the corona
inception voltage) is also obtained from Eq. (7). In either case, the mean
free path for ionization, li, must be less than the distance, dc. from the
stressed electrode over which IE(r)I > E., where Ec is the critical field
below which electrons cannot gain sufficient energy to cause ionization of
the neutral gas.-Thus, in non-uniform fields, the voltage that satisfies
Eq. (7) may result in either "partial" or "complete" breakdown. Which
process actually occurs depends on factors such as the degree of field
non-uniformity, gas density, polarity of the highly stressed electrode, and
the nature of the gas (for detailed treatment of this subject see
[Ref. 21]). As discussed in the next section, corona like discharges are
of significant importance to spaced-based applications, since in most
situations of interest the field is non-uniform. These discharges are
responsible for considerable power losses from high voltage systems and
often lead to deterioration of insulation by action of the discharge ions
bombarding the insulating surfaces, and other discharge byproducts reacting
with it. These discharges also give rise to interference in communication
systems.

In the regime Nd/Ndi, >> 1, an electron avalanche may develop into a
streamer within the distance d,. At breakdown, the streamer propagates
across the interelectrode space resulting in the collapse of the voltage
between the electrodes. The discharge takes the form of a filamentary
channel. At the other extreme, Nd/Ndin << 1, electron avalanches can only
occur if the effective free path for ionization in the field direction,
ae*f"1, is at least of the order of dc. In negative divergent electric
fields, this occurs when the applied field is sufficiently high that
field-emitted currents can locally heat the electrode and cause gas
evolution (by either desorption or vaporization). Subsequently, aQtzdc >>
1, leading to ionization growth and breakdown. As for Nd/Ndni >> 1, the
discharge is filamentary. This mechanism has been studied extensively in
connection with vacuum breakdown [Ref. 19]. In this regime, ionization
processes occurring in the background (ambient) gas are non-existent and
the focus is on processes that result in gas evolution with a significant
change in the local gas density, and consequently, the ionization rate. In
this sense, "vacuum breakdown" in fact refers to the conditions leading to
the transition from a vacuum to a gas background in which ionization growth
and breakdown can evolve. The breakdown fields obtained for these
conditions are well above those found in the Paschen regime (see Fig. 5).
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In positive divergent electric fields, breakdown can occur for Nd/Ndci<<

1 in geometries where electrons can be trapped in orbits whose lengths are
at least of the order of I1. For this condition, ionization growth can
occur before the primary electrons in the high field area are collected,
and a partial corona- like discharge can be sustained near the electrode.
These discharges are observed for example in the concentric-cylinder
configuration when the radius of the inner cylinder is sufficiently small
to create the trapped orbits.

Outside the Paschen regime (where the effective pressure or field
concepts are applicable), there is no methodology for taking into account
the influence a uniform magnetic field, B, on the breakdown condition for
non-uniform electric fields. For Nd/Nd.n >> 1, where streamers form, it
seem plausible to use Eq. (7) with suitably defined coefficients and
integrating along a path defined by the application of Newton's equations
of motion to the head of the evolving avalanche. For Nd/Nd.n << 1, there
have been very few investigations of the breakdown characteristics.
Breakdown develops as in the Paschen regime via multiple avalanche growth
in association with secondary electrode processes. However, the approach
for obtaining the classical Townsend coefficients, a and u, and applying
Eq. (7) has to be modified. For this condition, the dynamics of the
electron distribution function in energy at a point r (which is used in
obtaining a) and the yield of secondary electrons from the cathode are
highly non-local in space due to the near ballistic transport of both
electrons and ions. Moreover, the presence of trapped orbits due to either
geometric and/or B effects, can further complicate the formulation of a
breakdown criterion. This is the situation which exits in the problem of
breakdown in the space environment as discussed in the next section.

C. Space-Vacuum as an Insulating Medium: Generic Field
Distributions and Parameter Space

Insulation requirements for the components contained within the
pressurized region of the SPEAR II payload, for example, can be determined
from the theory developed in the previous section. From Eq. (8), note that
for a gas density of 1019 cm-3 (-1 Atm), and B - 0.45 Gauss (typical value
for flight conditions), mwt,-l0-' so that, N' - N, and classical breakdown
theory applies. Moreover, the magnetic field would have to increase by more
than four orders of magnitude before it has an effect on the effective
background density, N'. The determination of the insulation requirements
for components exposed to the space-vacuum is more difficult, and general
criteria are at present lacking [Ref. 22). The difference in behavior (as
insulators) between this medium and that discussed in Sec. 2.2B arises from
the fact that in the former case the background gas is ionized (see lecture
by R.V. Latham for further discussions). As a consequence, currents can
flow prior to the establishment of a self-sustaining discharge (breakdown).
Identifying these currents with pre-breakdown flows, the goal then is to
determine the loading that these currents represent to a pulse power
system, and the voltage threshold for breakdown (and by comparison, the
effect of the background charged particle density on the neutral gas
breakdown characteristics).
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Three situations are encountered resulting in: 1) breakdown of the
sheath surrounding a component, 2) breakdown between components forming the
payload (for example between PFN components or PFN and support structure
in the SPEAR II payload), and 3) breakdown within a component (for example,
the pulse transformer in SPEAR II). This arises from the need to
distinguish between breakdown of the space-vacuum, as occurs in the first
two situations (analogous that discussed in Sec. 2.2B), and breakdown
dominated by surface charging, outgassing, or classical vacuum processes,
as occurs in the last situation (and which will not be treated in this
paper). In this case, when the background density is high due to outgassing
or the electron trajectory between the stressed surfaces is not
significantly affected by the magnetic field, then the effective pressure
approach (Sec. 2.2B) and conventional vacuum insulation techniques,
respectively, are applicable. The effect of surface charging on the
breakdown threshold depends on the specific situation, and no general
theory is available to determine the breakdown characteristics. The
approach that has evolved, and used in SPEAR I and II, is not to directly
expose the critical surfaces to the space-plasma.

The difficulty in the analysis of the insulating properties of the
space-vacuum, relative to that presented in Sec. 2.2B, stems from the
presence of the magnetic field, the low density, and the need to include,
in some situations, the space-charge field [recall that in the derivation
of the Townsend-Paschen criterion (Eq. (3)), space charge effects have been
neglected]. The approach taken, however, is very similar, and the results
reduce to those presented in Sec. 2.2B for equivalent conditions. This
approach is to determine the steady state I-V characteristic and
investigate its behavior with V. The voltage which leads to "infinite"
current is defined as the breakdown threshold [the condition leading to Eq.
(3)]. As remarked earlier, this threshold represents a lower bound for
breakdown under pulsed conditions.

To proceed with the analysis, two regimes have been identified
according to the dimensions of the (electrode) sheaths relative to the
inter-electrode separation. Each of these regimes consists of three
sub-regimes depending on the contribution of the secondary processes to the
current in the circuit. These regimes and sub-regimes are quantified below
in the context of a generic electrode configuration.

In the spirit of the Townsend theory, generic field distributions, or
equivalently, electrode configurations need to be identified that can serve
as models for developing breakdown criteria which can then be extrapolated
to more complicated situations (as has been indicated in Sec. 2.2B for
Townsend breakdown). These generic geometries are essentially the same as
those presented in Sec. 2.2B. However, because of the influence of the
magnetic field, the finite size of the electrodes, and the low background
density encountered in space, electron free paths can be much greater than
the size of the electrodes so that the field distributions are invariably
non-uniform. Consequently, unlike the analysis of Sec. 2.2B (which is
founded on parallel plate electrodes), the corresponding theory must be
developed starting from a nonuniform field configuration. Two suitable
configurations have spherical-cylindrical and cylindrical -cylindrical
electrodes (each pair with radii r, and r,, respectively, with re< r.) (see
Fig. 71. The reason for these configurations is that it can be used as
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model for point-plane, and other non-uniform configurations of practical
interest. Moreover, it exhibits behavior that are characteristic of more
complicated situations while possessing symmetry properties that facilitate
its analysis. The presence of the magnetic field of the earth make the
analysis at least two dimensional. The goal, however, is to obtain
breakdown characteristics that as for Eq. (7) can be applied along a
suitable path. In order to make the model more suitable to space
applications, the outer cylinder is taken to be only partially enclosing,
that is, containing a number of "windows". In the context of the SPEAR II
payload, for example, any one of the biased components can be taken as the
inner electrode, whereas the remaining components and the supporting frame
plays the role of the partially enclosing cylinder.

A ~a

Fig. 7: Generic electrode configurations.

Focusing on the sphere-cylinder configuration (the discussion applies
equally to the cylinder-cylinder configuration), it is then possible to
quantify the regimes that comprise the parameter space of interest. Let V
be the potential (positive or negative) applied to the sphere relative to
the outer cylinder, and N, n,, and ni be the background neutral and charged
particle (electrons and ions) densities, respectively. Consider first the
case where r. is infinite, B - 0, and N/n. << 1. From the Langmuir-Blodgett
results for the I-V characteristics under these conditions (Ref. 23J (see
Sec. 4), the sheath surrounding the isolated electrode is spherically
symmetric, and has a radial extent, rLs, that depends on V and the
background charged particle density (see Sec. 4). This is a suitable
reference model in terms of which the two primary regimes are defined as
a function of r.; that is, by the conditions rL-3<<rc and rL-B>rC,
respectively (these regimes do not depend on the value of B, and although
the character of the sheath for BOO differs from that of the reference
model, rLu can be used as a reference scale in the direction of B). Each
of these regimes consists of three sub-regimes which are defined in terms
of the ratio of the actual current to the ambient current in the absence
of (feedback) secondary processes (see Table I). These processes enhance
the current collected by the biased electrode and determine the breakdown
thresholds. They are: a) secondary emission from the electrodes due to ion
impact (represented by a current I.,-yIt), and b) sheath expansion due to
the space-charge field, E,,, generated by the secondary electron-ion pairs
produced via impact ionization of the background neutrals (this is
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Table I. Distinguishing properties of various regions of parameter
space.

Ambient Enhanced
Sphere Current Current Breakdown
Polarity Collection Collection

+ E,, < E E,, - O(E)
rL.1 << r, dI/dV - oo

-Y I << I. y Ii - I.

rLE >>r ± Y Ij << Is y Ii - I, aIff dr - k

subsequently referred to as the E,, process). The magnetic field has an
indirect influence on these secondary processes. Its influence in each of
the sub-regimes is on the primary process, impact ionization, and
consequently on the magnitude of the avalanche growth. From these
considerations, the sub-regimes can be quantified in terms of: rL=B, r0,
Is., and E,,. This is done subsequently, in order of increasing current,
for each primary regime.

For rLB<<rc, as the voltage is increased from zero, the ambient
current collection sub-regime is defined by the condition: for positive
bias, E,,<<E, where E is the applied field in the presence of the plasma
(with N/n.<< 1), and for negative bias, I.. << I, where I is the collected
current for a negative bias equal to -V. In this sub-regime, the spherical
electrode acts as a biased probe collecting a current I determined by the
properties of the ambient charged particle density (see Sec. 3). As the
voltage increases, the collected current can be enhanced over that provided
by the ambient plasma when: a) the neutral density is sufficient that
avalanches increase the number of electron-ion pairs, b) the secondary
current at either the sheath boundary for positive bias (the E.. process),
or at the sphere for negative bias (due to the secondary emission
coefficient, y, becoming greater than one) becomes significant. The change
in either magnitude, or dependence on V of the collected current defines
the transition to the enhanced current collection sub-regime. This
transition is gradual and depends on sphere radius, properties of the
neutral gas, and sphere material (on account of y). Further increases in
voltage can lead to a third sub-regime identified by the breakdown of the
sheath. This is manifested by an abrupt and large increase in current as
the voltage reaches the threshold (See Sec. IV).

The sub-regimes pertaining to the rL.U>rC regime are defined as for
rLB<<r, (in terms of the magnitude of the actual current relative to the
ambient current in the absence of electron production). The secondary
process that ultimately determines the I-V characteristics for both
polarities is the y process. However, the magnitude of the current flow
also depends on the transparency of the cylinder with respect to the
ambient plasma (this is a measure of how well the enclosure confines the
field. It depends on the potential of the enclosure with respect to the
plasma and on the number and size of its "openings"). For low
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transparencies (such that the field is contained within re), the distance
over which the electrons multiply is limited to (r.-r.) and remains
constant with voltage (unlike the rLB<<rC regime, where the boundary
expands with voltage). For B - 0, the avalanche gain over this distance
(for the conditions of interest) is not sufficient to enhance, in concert
with the y process, the ambient current. Consequently breakdown cannot
occur via this mechanism (in this case, the breakdown criterion corresponds
to that of vacuum). Thus the boundary at r. inhibits breakdown with respect
to a completely transparent boundary (r,-o). To achieve breakdown between
the electrodes (sphere-cylinder), the gain has to be increased by either
increasing r, or by increasing B. Increasing r, results in sheath breakdown
as discussed in the previous section (neglecting the dynamics at the
enclosure openings). On the other hand, for a given re, there is a critical
B, B.., which results in sufficient gain to satisfy the breakdown condition
between the electrodes. (As discussed in Sec. 5, Bcr is the minimum value
of magnetic field for which breakdown can occur in a given enclosed
system.) Alternatively, for a given B and transparency, there is an upper
bound on the size of enclosure which inhibits breakdown (see Sec. 5).

The discharge characteristics (the I-V characteristics for voltages
above the breakdown threshold), in particular the space-charge distribution
and the magnitude of the discharge current, are also significantly
different than for the rL_B<<rc case since the sustaining mechanism at the
cylinder surface can be a stable source of current over a wide range of
conditions. A number of discharge modes have been observed depending on the
circuit parameters (see Sec. 5). These discharges do not differ from that
which occurs when n*-ni-O. The plasma that is formed subsequent to
breakdown determines the magnitude of the current and field distribution
(for given circuit parameters). This plasma is the same for either
condition. These discharge modes are reminiscent of the corona and glow
discharge modes obtained in the Townsend regime (see Sec. 5).

The parameter space analyzed above (summarized on Table I) can be
identified with the following practical considerations : 1)low magnitude
leakage currents due to the conductivity of the plasma representing a minor
loading on stressed pulse power components that are exposed to the space
environment, 2) *sheath" breakdown which essentially results in the
"grounding" of the electrode to the ambient plasma (the impedance of the
"connection" is determined by the properties of the resulting discharge
which at present are unknown. However, from the discussion of Sec. 4, it
is likely to be a corona-like discharge), and 3) breakdown between material
electrodes similar to that encountered in the Paschen regime resulting in
a glow-like discharge. Note that in the last sub-regime, the medium is no
longer useful as an insulator.

In general, the transition from one sub-regime to another occurs at
lower voltages as N is increased. A similar behavior is observed with
charged particle density. However, the behavior of the breakdown threshold
with n. as the secondary mechanism changes from the E.. to the y process
and as B increases is not completely clear at present (see Sec. 6).

In the following sections, the behavior of the generic two-electrode
system in the regime of parameters of interest to the SPEAR program are
explored. In the presentation, the inner electrode is taken to be positive,
since it exhibits the lowest threshold for breakdown. The procedure used
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is equally applicable to the negative polarity case (which was the
situation in SPEAR II), and results obtained for this polarity are also
presented.

3. Ambient Current Collection By Charged Objects in LEO (rL.n<<r.,
no feedback)

This topic has been the subject of a number of lectures in this ASI
and consequently the reader is referred to them. In particular the lectures
by I. Katz, and D.C Ferguson. Consequently, this section is devoted to a
brief discussion of the nature of the trajectories (orbits) of the

electrons in the vicinity of a charged spherical object in the ionosphere
(i. e. in the sheath surrounding the charged object). This topic forms the
basis for a treatment of the ambient I-V characteristics of the spherical
object (the generic electrode), and for the determination of the ionization
coefficient. It is shown below that the electron trajectories in the field
of relevance are chaotic. This fact makes quantitative determination of
these characteristics very difficult, although reasonable estimates can be
obtained via computer simulation.

The equation of motion for a charged particle (charge q < 0, mass m)
in a uniform magnetic field, B, in the vicinity of the sphere (radius a)
biased to a potential V > 0 is

m d V = q vxB - qV [ ] (10)

where v-dr/dt is the electron velocity. The total energy of the charged
particle, and the component of angular momentum parallel to B are constants

of the motion. Introducing the cyclotron frequency, ew, the characteristic
length 1, defined by 11 - -qVr,/(mw, 2 ), and the scaled variables r - wet,

f - r/X, the dimensionless equations of motion become [Ref. 241

d dd (lda)

_d - p_. -a,- _ ty W 73 •- lb

Notice that these differential equations are independent of parameters. As
a result the character of the orbit is entirely determined by the
dimensionless initial position and velocity of the electron in the
six-dimensional phase space of the charged particle. The trajectories are
confined to the region

Veff • (12a)
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where I is the normalized energy and the effective potential, Vf, is
given by

V[ff + lZl/Jl(12b)

with L being the angular momentum in the z direction and A the

normalized two-dimensional radial coordinate in planes perpendicular to z.

Equipotential contours corresponding to Eq. (12b), for L. -1, are shown

in Fig. 8. Electrons coming in from IzI-• with a given L2 , "bounce

around" inside this potential before they return to infinity. If they loose
energy due to collisions, they fall deeper into the well, and the
corresponding well gets closer to the anode (this picture is used in Sec.V
for the determination of the ionization coefficient).

5 10 15

Fig. 8: Contours of constant energy for positive sphere located at the
origin.

Equations (11) are the governing equations of motion used to obtain
numerical solutions in this study. Two types of initial conditions have
been investigated, corresponding to positive (unbounded) and negative
(bounded) energy states. Based on the results for the Hydrogen atom
[Ref. 25], the motion for some initial conditions is expected to be
irregular. To determine the region of initial conditions which lead to
these "chaotic" orbits, numerical solutions to Eq. (11) have been obtained
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and used in constructing Poincare maps for p,# in the z-0 plane. Chaotic

orbits lead to maps that fill the entire region allowed by conservation of
energy and angular momentum, whereas regular orbits lead to maps in the
form of closed lines or points. Calculations have been performed with Eq.
(11) and the results converted to dimensional values for the specific case
of a 10 cm radius sphere biased at 10 kV. The magnetic field is taken to
be 0.4 Gauss. These values correspond to the SPEAR I configuration and lead
to normalization constants of 1- 1.521 m, and w. = 7.035x106 rad/sec.

The initial velocities have been chosen to correspond to thermal
electrons at various altitudes (above 150 km; see Table II for the
correspondence between altitude and ionospheric parameters used throughout
this paper) and to electrons that have either suffered a collision or have
been generated by electron impact ionization of neutrals. The initial
positions have been varied to determine the region of space that result in
chaotic and regular orbits, and in particular the subset of these
trajectories that intercept the sphere (that is, trajectories that are
neither trapped nor unbounded). Fig. 9a shows a set of representative
Poincare maps with the starting position as a parameter. The solid curve
forms the boundary of the permissible region for the energy and angular
momentum associated with the initial condition. The nature of the orbit is

Table II. Correspondence between altitude and ionospheric parameters
used in this work (obtained from MSIS atmospheric model).

Altitude Neutral Electron Jo
Density Density

(kmn) (1017 m"3) (1011 m-3) (10-4 A/M2)

120 4.5 0.0065 0.27
150 0.44 0.0071 0.038
160 0.26 0.012 0.068
180 0.1 0.039 0.25
250 0.01 0.75 4.64
300 0.003 1.1 6.9

evident from these maps. Fig. 9b shows the regions of initial positions
that result in chaotic, regular, and captured orbits. The conditions that
result in chaotic orbits are confined to the region with z > 0 and near the
electron capture radius. The line of electron capture corresponds to the
set of initial conditions for which the lower value of r calculated from
Eq. (12) with z-0 is equal to the sphere radius. Trajectories started
inside this radius intersected the sphere at some time. This radius is
nearly constant with z and is only a few centimeters different from the
value obtained assuming that the electron starts from rest at infinity.
Results such as those presented are presently being used to determine the
current collected by the sphere as a function of bias voltage (the I-V
characteristics).
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Fig. 9b: Boundaries of chaotic orbits for B-0.4G, V-lOkV, and r.- 10 ca.

4. Enhanced Current Collection and Sheath Breakdown (rLS<<r.,
with feedback)

For positive bias voltages, when E.. (the space-charge field due
secondary electron-ion pairs generated via electron impact ionization of
the background neutrals) becomes of the order of E (the applied field in
the presence of the background plasma), it is necessary to account for it
in the calculation of the I-V characteristics. In this case, the current
collected by the spherical electrode at a given bias voltage is enhanced
over that obtained in the absence of ionization. The evaluation of the
enhancement factor is greatly complicated by the fact that the electron
trajectories in the combined field are, as shown in Sec. 3, chaotic. As
result, the investigation of enhanced current collection has been
restricted to conditions for which the magnetic field effects can be taken
into account via an effective pressure (essentially, the influence of the
magnetic field on the trajectories is minimal). In this section, the I-V
characteristics, assuming that B is negligible, are presented. An approach
for including the effect of B is also indicated. The relevance of this
regime to situations encountered in space are discussed following the

presentation of the results.
It is shown below that as the bias on the sphere increases, a runaway

condition develops characterized by the fact that a small change in the
bias results in an infinite increase in the collected current. That is,

dI/dV - Go (13)

This condition defines the breakdown of the sheath surrounding the sphere.
It is equivalent to the condition used in defining Townsend breakdown,
Eq. (3) (The Paschen law).

Since the mean free paths are much larger than the scales over which

the electric fields changes with position, the energy distributions for
electrons and ions are highly non-equilibrium. Consequently, it is not
possible to use the continuity equations in the form given by Eq. (1). In
this case, it is necessary to account for the energy distribution in the
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determination of the current enhancement due to ionization and secondary
processes. This is carried out below.

Consider first the positively biased electrode, and neglect the
presence of the enclosure at r,. These conditions serve to model the
interaction between a biased component and the space-plasma, in the absence
of all other components and support structure. Subsequent to this
discussion, the influence of the enclosure is considered. As remarked
earlier, the analysis for a negatively biased electrode is the same, and
results for this case are also presented.

In steady state, for an applied positive potential, V, the sheath
surrounding the sphere has dimensions r, - rL-3. The corresponding collected
current, 1 - ILD (-- 4*rLrB2 J 0 , where J 0 is the thermal current density of
the electrons in the space-plasma assuming a Kaxwellian distribution. This
current is altitude dependent). "Primary" electrons are assumed to enter
the sheath boundary at r.. As the primary electrons travel towards the
anode, they generate secondary electron-ion pairs through 4mpact ionization
of the neutral component. The density of the secondary electrons can be
neglected relative to the primary density (calculations show that the
ionization probability for the parameters of interest is in the range of
10-2 and therefore the assumption is justified). As the applied voltage is
increased, r. increases with a concomitant increase in the number of
primaries that enter the sheath. The mechanism that regulates the shange
in r. as a function of the change in the applied potential is the behavior
of the space-charge distribution caused by the accumulation of the ions in
the sheath (their lifetime in the sheath is greater than that of the
electrons). This distribution influences and is influenced by (in a
self-consistent manner) the resulting potential distribution, the
ionization rate (which depends on particle velocity), and the particle
fluxes. This interplay becomes evident from the discussion that follows.

To obtain the potential distribution, the density distributions for
primary and secondary particles must be determined, taking into account
their energy distribution as a function of position, r. Assuming that the
primaries lose little energy, the number of ions produced in a shell at r'
is

dni (r') -n. (r') a.,, (r?) dr' (14)

where n,(r') is the density of electrons at r', and aeff is an average
(effective) ionization coefficient which defines the growth in density per
unit distance in the r direction [equivalent to that defined in Sec. 2.21
for non-uniform fields]. In steady state, these ions contribute a current
at r given by

d11(r.r') -4irr
1 o dn1(r)/(r) - #(r') + #.ý7w



KUNHARDT 691

where /O(r) - O(rl) + o/Z-e-/m is the velocity of the ions at r, given

that they were generated at r' with a velocity V,2e7o0 1 /n% , and 0(r) is

;the potential at r. From this equation, the ion density at r is

n(r) - d1- (, r') (15)
i r2/O(r) - O(r') + _oi_-

The differential current at r' is given by the expression

dli(r,r') = 6I.(r') G(r',r) (16a)

with,

68I(r') = f G(r',r") 65e(r")dr" (16b)

The evaluation of this equation, in particular the determination of the
kernel G(r',r"), depends on the electron distribution function. For high
E/N (low background density), the distribution at r' is assumed to consist
of *beams" with energy equal to the potential difference between the point
(r'') at which the beam has been created and r' (this assumption implies
that the electrons loose little energy as they proceed towards the sphere).
With this assumption, G becomes

C(r' ,r" )- aeff(r#-r' ')- NQi(rl-r'°) (17a)

where Qi is the energy dependent ionization crossection. At r'- r3,

61e(O) - ZO - 41r.2 Jo (17b)

The density of secondary electrons can be obtained in a similar fashion.
Inserting the particle densities into the Poisson Eq., the potential

distribution is found to obey the following equation

d~ [r2 d (r JO = .2i/r2 d11(r,r')/11

di(r,r1) aIoV~ ~¢r(7 -+ T.oP
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where 008 1 o0, and op are the initial energies of the particles. The
subscripts os, oi, and op refer to secondary electrons, ions, and primary
electrons, respectively. Eqs. (15)-(18) are a set of integro -differential

equation for 0(r) and the electron and ion currents. The boundary
conditions are 0(r.)- 0.,, 0(r.)-V, and Eq. (17b). The solution yields
I-I(V), where the total current I is obtained by integrating Eq. (17a) over
r' from r. to r.. This solution deviates from the L-B solution on account
of the first and third terms (due to ionization) in Eq. (18). When their
contribution is significant, the result is enhanced current collection.
A point is reached at which a differential increase in V leads to a runaway
of the sheath current. That is to an explosive expansion of the sheath.
This situation indicates the breakdown of the sheath. The state of the
medium surrounding the sphere for higher voltages cannot be determined from
the theory presented. This observation also applies to the collected
currents. At present, there is no way to estimate this current.

The results obtained from Eq. (18) for the conditions existing in the
ionosphere at 150 and 180 km (using the MSIS-87 atmospheric model, see
Table II) and for an anode radius of 10 cm are shown in Fig. 10. The solid
curve (curve 1) includes feedback effects, whereas the dash curve (curve
2) does not. The regime of enhanced current collection corresponds to
voltages above that for which the two curves separate. The breakdown
voltage at 150 km (Fig. lOa) is that voltage for which curve 1 has infinite
slope (dI/dV-a). This occurs at approximately 7.2 kW. No breakdown is
observed at 180 km for voltages up to 100 kV, which is well above those
used in SPEAR I (this has been found to be the case for all altitudes above
160 ki). Typical I-V results for a negatively biased electrode are shown
in Fig. lOc for altitudes of 120 and 250 kM. The inner electrode has been
taken to be cylindrical with a radius of 0.22 m to model the body of the
rocket (in SPEAR I) or the high voltage section (in SPEAR II). For these
conditions, the current enhancement due to secondary effects is sufficient
to result in breakdown. Moreover, the collected currents are significantly
lower than for positive polarity. The values for the breakdown voltage,
for positive polarity, as a function of altitude are shown in Fig. 11.

The sensitivity of the collected current, for positive polarity, to
changes in the ambient current density, J0, are illustrated in Fig. 12. The
breakdown voltage is found to exhibit a complex behavior with current
density in that it can increase, decrease, or remain constant with
increasing current density. This behavior arises from the combination of
a decrease in the sheath dimensions with increasing J 0 (consequently
decreasing the distance over which avalanche growth can take place) and the
changes in the ionization coefficient (on account of the potential
re-distribution) and the total avalanche growth (on account of the increase
in the current density). The behavior obtained for the breakdown voltage
depends on the compensation between these competing mechanisms.
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Fig. l0a: Current-voltage characteristics at an altitude of 150 kM showing
effect f feedback on the current collected, and the threshold for
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Fig. 10b: Current-voltage characteristics at an altitude of 180 kM.

To include the effects of the magnetic field in lowest approximation,
the expressions obtained in Eq. (17a) for the effective ionization
coefficient, Gof*, and that used for the electron density in Eq. (18) need
to be modified. An approach for modifying aoff is discussed in Sec. 5. An
approach for modifying the density has not been implemented, although
estimates of the density distributions for Buo have been obtained based on
the potential well concept discuss in the previous section. More accurate
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Fig. 11: Breakdown voltage vs altitude.

models are being developed based on this concept. The results show that in
the ambient collection regime, the current for B-O are higher than that for
BO0; however, in the enhanced regime since a*ff is higher for BOO than for
B-0, it is not evident at this time the relative effect B. This is
presently being pursued.

For small changes in aeff, the currents obtained from Eq. (18)
represent an upper bound on the drain to a pulse power system with a
component (of comparable size to that of the sphere) completely exposed to
the space environment (that is, rL-D << rd) . For the 10 cm sphere example,
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Fig. 12: Sensitivity of breakdown voltage to background current density.

the power drain is of the order of kilowatts at 180 km. Complete exposure
of a pulse power component is not expected to be the case since other
components tend to provide some shielding relative to the ambient plasma
(and consequently modifying the results, as discussed in the next section).
This effect has in fact been observed in SPEAR I, where the sheath
surrounding the rocket body provided the shielding to the sphere [Ref. 7]
(see lecture by I. Katz p. 713). It also represents the prevalent situation
in SPEAR II. In this case, the insulation requirement for a particular
component is determined in reference to nearby components, accounting for
possible effects of the charged particles that leak through their shield

(see next section)
An analysis of enhanced current collection and breakdown for negative

polarity can be developed from the equations presented in this section for
positive polarity. This is presently being carried out.

5. Enhanced Current Collection and Breakdown in Enclosed and
Partially-Enclosed Structures (rL.. > rj)

Consider the influence on the results obtained in the previous section

for a positive biased sphere of a metallic boundary located at r.>rL,,, but
with r,(at breakdown)>r.. It has been found in the previous section that
as the potential increases, r, increases due to the E, process. At
voltages such that r, > r,, the dominant secondary process contributing to
the current enhancement changes over to the y process (assuming that the

field is to a large extent confined within the enclosure and neglecting the
plasma dynamics at the openings), and the distance over which avalanche
gain occurs becomes independent of voltage (and equal to r,-r.). For B-0
(low avalanche gain), this results in the saturation of the current with
increasing voltage as compared to the results obtained in the previous
section. Thus, the onset of the current enhancement regime is the same as
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in the rLB << r, regime except that current saturation occurs when r.-r¢.
Moreover, as result of this saturation, (sheath) breakdown does not occur;
that is, the boundary inhibits breakdown under these conditions. To achieve
breakdown between the electrodes, it is necessary that B > B,, so that the
gain is sufficient to satisfy the breakdown condition (see Sec. 6).

The task then is to show the influence of the metallic boundary at r.
on the results of the previous section for B-O, or from a different
viewpoint, to assess the effect of the low density plasma on the Townsend
breakdown characteristics. A procedure for accounting for the magnetic
field is also presented which is implemented in the analysis of the
breakdown characteristics.

In the presence of the boundary, the magnitude of the pre-breakdown
ambient current depends on the leakage of the sphere field to the ambient
plasma. This leakage depends on the degree of enclosure (since the cylinder
is assumed to have *windows") and on the bias of the cylinder relative to
the ambient plasma. For positive sphere bias and zero cylinder bias
relative to the plasma, the current collected is taken to be some fraction
(determined by the degree of field confinement) of the thermal current
density times the area of the cylinder (the length of the cylinder is
assumed to be equal to its diameter). This current decreases with negative
bias to the cylinder on account of the shielding by the cylinder sheath.

If the cylinder contains a number of windows such that the field
distribution deviates significantly from the enclosed case, the collected
current for zero cylinder bias is enhanced by the effective area of the
leakage field outside the cylinder. Moreover, as the cylinder becomes
negative the current collected by the sphere again decreases, although the
dynamics of the shielding depend on the details of the windows (on account
of the double sheaths that may form at the openings. This dynamics is
presently being neglected).

The procedure for determining the collected current, neglecting
magnetic field effects, follows from that presented in Sec. 3. Instead of
letting the current at the r. boundary be I0 [see Eq. (17b)J, the secondary
emission condition is used, namely

r, r1l

I. - Z. - 1. f . a... (r' - r1")6I.(r") dr" y(r) dr' (19)

where y is the energy dependent secondary emission coefficient and 61. is
given by Eq. (17a). Since the energy of the ions impacting the cathode is
proportional to their place of origin, y is a function of the position at
which the differential beam of ions (6I1) has been created. For voltages
such that r. > r., the outer limit of integration in Eq. (19) is set equal
to r,. Equations (18) and (19) can then be integrated to determine the
dependence of the current with voltage. The results for a cylinder with
r. - 4 m are shown in Fig. 13. As remarked earlier, the current is found
to increase with voltage on account of sheath expansion and saturates when
rs - r 0 . A suisary of the results obtained under various conditions is
presented in Table III.

-I
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Table III. Summary of breakdown characteristics of sheath and effect
of metallic boundary.

Neutral Electron Breakdown Sheath J0
Density Density Voltage Radius 10-4

(1017 M-3 ) (1011 M-3 ) (Volts) (M) (A/M?)

10 5 177 0.5 21.2
5 5 443 0.8

2.5 5 1493 1.3
10 1 213 0.9 4.23
5 1 483 1.3

2.5 1 1327 1.9
r. - 1.3 M

5 1 no breakdown up to 5 kV

To achieve breakdown, it is necessary to increase the gain by making
B#0. To account for B, the following assumptions are made. In the spirit
of the Townsend theory, the space-charge effects are assumed to be small
up to the breakdown threshold, so that the field distribution is that which
exist in vacuum. This assumption greatly simplifies the analysis, since it
is not necessary to solve the Poisson Eq. [Eq. (16)]. The procedure follows
that used in obtaining the Townsend criterion (Eq. (3)] with two
modifications arising from the presence of B and the fact that the
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secondary current at the cathode is due to ions that have ballistic
trajectories (Ref. 26]. The model that is used here for developing the
modifications is that of a steady flow of electrons towards the sphere (for
positive bias) characterized by a cascade down the effective confining
potential [Eq. (12)], and generating secondary ions that travel along
ballistic trajectories from their point of origin t# the cathode. The
energy at the cathode of the group created at r equals the potential at r.
The modifications can then be achieved by taking r to be the coordinate
along the flow, substituting aeff for a (where a.ff includes the effect of
the magnetic field as discussed below), and determining the secondary
electron current at the cathode from Eq. (19). From these observations,
the breakdown condition can be written in the form

y(r) aoff(r) exp a.ff(r?)dr/ dr = 1 (20)

where the integration limits r, and r. are the boundaries of the region
over which a.f is greater than zero (see Fig. 14]. By defining an average
secondary emission coefficient r, an approximate breakdown condition can
be obtained which has the form of Eq. (7) [Refs. 20, 26],

afr.f(r)dr > K(r) (21)

'-a

Fig. 14: Boundaries, ri and ru, over which avalanching occurs.

where K is an average feedback function . In certain cases, the secondary
emission can be greater than 10 so that carrier multiplication as low as
1.1 may be sufficient to satisfy Eq. (21) and cause breakdown. In contrast
to the Townsend breakdown, the current growth results more from the y
process than from avalanching in the bulk. From Eq. (18), the breakdown
problem has been reduced to the determination of the variables a.ff, K, rl,
and r.. This is done subsequently. To find the effective ionization



KUNHARDT 699

coefficient along the direction of the electric field (the r direction),
knowledge of the electron energy distribution function as a function of r
is necessary. Since this distribution function is not known at this time,
two approaches have been perused [Refs. 2, 6]. One based on the most
probable trajectory and the other on the chaotic nature of the orbits. Both
give essentially the same result, namely

E.f = p - (22)
0 X(z)

where P. is the probability that an electron emitted from the cathode

enters the avalanche process, Q and Qi are the average total and ionization

collision crossection, and x is the mean free path in the r direction (see

Ref. 3 for further details).
The lower boundary of the avalanche gain region, rl, is the radius

where 4(r) - q #i, where #i is the ionization potential and q is the ratio
of the total to the ionization crossection (a modification being pursued
is to replace this condition by the location of the bottom of the potential
well [Eq. (12)] for an L. corresponding to thi% radius). The upper
boundary, r., is the radius where the secondary ele-trons produced by
ionization are immediately collected by the anode (i. e. they are not in
trapped orbits). It is found from the expression

r (1 + (8e [V -0(r.)I/m WC r.)} 2 r. (23)

where V is the value of the potential at the sphere (the applied
potential).

The average feedback function, K, has the general form

K - -in I(G Per + 1)/G P~r] (24)

where G is a geometric factor that accounts for the fact that the
contribution of the secondaries to the breakdown process is a function of
their place of origin. Note that the feedback function is a logarithmic
function of r, so that the threshold voltage is weakly dependent on cathode
material. This is also true of Paschen breakdown.

Thus, from Eqs. (18)-(21), the breakdown characteristics become

NP: f .I 1.dr -In [GP _ (25)
0 X(r) IGP 1

This equation has been solved numerically for an 0, 02 , and N2-02
backgrounds. These backgrounds correspond, respectively, to the dominant
species at the altitudes of interest to the 5'EAR flights, partially
enclosed structures on account of wall recomb.-ýa ion, and test chamber
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experiments. The electron impact ionization crossections have been taken
from [Ref. 27].

In contrast to the Paschen curve where the breakdown voltage is
presented as a function of Nd, the breakdown characteristics for the
space-vacuum are presented as plots of breakdown voltage vs B/N with N as
a parameter. The results for a sphere radius of 5.08 cm biased positive
relative to a cylinder of 121 cm are shown in Figs.15a and 15b for N2 and
02 backgrounds, respectively. The characteristics are found to consist of
two branches, intersecting at the critical value of B, Br. As remarked
earlier, breakdown (via the y mechanism) does not occur for B < Br. This
observation is equivalent to the Paschen minimum. The cathode radius has
little effect on the lower branch, and a strong effect on both Bcr and the
upper branch. The anode radius on the other hand has a strong influence on
both branches of the characteristics and the opposite effect on Bcr than
the cathode radius. The dependence of B,, on anode and cathode radius is
shown in Figs. 16a and 16b, respectively. These effects can be explained
from the combination of secondary processes at the cathode and the
dependence, through the electric field, of r, and ru on the cathode and
anode radii, rc and r., respectively. For fixed r. and r,, as V is increased
from zero, both r, and ru increase from r,, with r, increasing faster (thus
creating the ionization region shown by shaded area in Fig. 14). Moreover,
for r.-r, > r., since the profile of the electric potential in the

ionization region (rl-ru) is essentially that of an sphere in infinite
space, r, and ru are influenced mainly by r.. This explains the strong
influence of r. on the lower branch. For large V (upper branch), r,
approaches r., and the potential profile is affected by the cathode;
consequently both boundaries influence this branch.

50
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IO * 0.1 104 Ion*

0 2 4 6

Fig. lSa: Measured breakdown voltage vs B for sphere-cylinder
configuration (r. - 5.08 cm, r, - 121 cm) in a N2 background.

An approximate formula for B,, [alternative to an implicit evaluation
via Eq. (25)] with respect to chamber parameters can be obtained by noting
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Fig. 15b: Measured and calculated breakdown voltage vs B 02, for same
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that B,, is the value of B at the crossing of the upper and lower branches.
When the characteristic confinement radius [Eq. (23)] becomes equal to rc,
the breakdown voltage, Vu, follows the upper branch. Thus,

Vr- 32 0 elm E2 (26)

15
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5 
A•Q

Pressure: 3.0 10 To"
r: 1.17 M

0 0.5 t 1.5

Anode Radius. r (M)

Fig. 16a: Dependence of critical magnetic field, Brit, on anode radius,
for constant cathode radius.

On the other hand, when the confinement radius is much smaller than r., the
breakdown voltage, V1, follows the lower branch. That is,
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Fig. 16b: Dependence of critical magnetic field, Bejit, on cathode radius,
for constant anode radius.

" "= 0 n in U1 + I/P) *o (27)

At the crossing of the two branches

V. - Vi

and form Eqs. (26) and (27)

Be, 6- - • In (1 + 1/n i_ In '- (28)

where G is assumed to be a weak function of B.
To assess the validity of the theory, the DC breakdown characteristics.

in the sphere-cylinder configuration have been measured as a function of
pressure, magnetic field, anode radius, and plasma density for an 02
background. The results for a neutral background are also shown in Fig. 15b
for the same conditions as the calculations. Similar results have been
obtained by Antonaides et.al. [Ref. 6]. The experimental results are in
general agreement with the theory. The lower branch of the characteristics
has been found to consist of a series of toroidal discharges whose light
emission is confined to a region around the meridian plane of the electrode
system and whose radial extend increases with sustaining discharge voltage.
One of these modes has been observed by Greaves et. al. (Ref. 4]. This
series of discharges terminates with the establishment of a glow-like
discharge that fills the cylindrical chamber. In the upper branch, only the
glow-like discharge is observed.

The I-V characteristics associated with the lower branch of -the
breakdown characteristics is shown in Fig. 17. The sequence of toroidal
discharges preceding the formation of the glow-like discharge are
identified with nearly flat portions of the curves. These discharges are
the analog of corona discharges. The structure of these curves becomes
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Fig. 17: Voltage-current characteristics associated with the lower branch
of the breakdown characteristics. Transitions in the voltage with current
indicate onset of a new discharge mode.

less defined at higher pressures, consisting of the first and third mode
only, the latter also being somewhat unstable. The transition between the
modes are also identified with the sharp increases in anode current, by
more than an order of magnitude in some cases. The highest mode develops
into the glow-like discharge, which is characterized by much lower
sustaining voltage and higher currents. The development of anode current
(curve 1) as a function of time for an applied voltage (curve 4) above the
sustaining voltage for a particular mode is shown in Figs. 18a, 18b, and
18c. As the applied voltage increases above a particular sustaining
mode-voltage, a transition to the next higher mode is observed (see Fig.
18a). Near the threshold for the transition, period doubling oscillations
are observed (Fig. 18b), as well as oscillations between modes (Fig. 18c).

To determine the influence of the background plasma (n. * ni * 0) on the
breakdown characteristics [Eq. (25)], it is necessary to solve Eq. (25)
together with the Poisson Eq. [Eq. (18)]. This remains to be done. This
influence, however, has been experimentally determined for spheres of both
polarities. The results are shown on Fig. 19. As can be observed, the
breakdown voltage decreases (significantly) with electron density, a
stronger behavior than that of the sheath in the absence of the magnetic
field. As remarked in the discussion of those results (Fig. 10), the
difference may be due to a larger increase in the gain with magnetic field,
which more than compensates for the decrease in sheath dimensions with
electron density. This effect essentially lowers the effective value of
BT. This phenomenon remains to be clarified.
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Fig. 18a: Current (1) and voltage (4) waveforms at the anode showing
transition between the first and second and second and third toroidal
discharge (lmV - 0.625 pA).

6. Applications

The theory, as developed thus far, may be used to determine the
integrity of the insulation between components forming a payload exposed
to the space environment and between a component and the ambient plasma,
and to suggest a design for inductors exposed to the space-plasma. Note
that a component relative to its environment can be modelled by either a
sphere or a cylinder. For example, the PFN assembly in the SPEAR II
payload can be consider (for the purpose of determining its breakdown
characteristics relative to the other components and the support structure)
as a spherical electrode. Moreover, for all expected flight conditions in
SPEAR II, rL-3 >> scale length of enclosure, so that the condition B.-b.t
< B,, is a suitable criterion for assessing the electrical integrity of the
payload. A third application arises in connection with the payload tests
performed in large vacuum chambers. A problem arose when carrying out these
tests at the NASA Plum Brook facility with regards to breakdown between the
payload and the chamber walls. Mock up experiments were also carried out
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Fig. l8b: Anode current (1) and voltage (4) for an applied voltage near,

but below, the threshold for transition between the second and third
discharge modes, showing the period doubling instabilities in the current
waveform.

in smaller chambers and this breakdown was not observed. These observations
are analyzed in this section in the context of the theory presented in the
previous sections.

In these cases, if the electric field lines from the object being
considered is mainly confined to its enclosure (rL-_ > r€, and no-n,-O) and

its size is small relative to the dimensions of the enclosure, the
sphere-cylinder geometry represents a good approximation and Eq. (22) is

directly applicable. The parameter that needs to be determined is Bcr,
since it determines whether or not breakdown can occur in the chamber.
Values for B,, have been obtained for the SPEAR II payload, and the three

chambers that have been used in the SPEAR program, namely, Plum Brook,

Polytechnic, and the University of Maryland (see Table IV). Each component
in a payload, of course, has an associated enclosure (i.e. determined by
its immediate surroundings), and consequently, a Bc. (there may be two
values for B,,, depending on the orientation of the payload relative to the

earth's magnetic field and the location of the component inside the

enclosure). Instead of proceeding by component, it is only necessary to
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Fig. 19b: Breakdown voltage for negative sphere-cylinder configuration as
a function of background electron density.

Table IV. Critical magnetic field itn experimental chambers.

Parameter' LRC POLY UM

r. (M) 6.5 1.21 0.9

r. (M) 0.2 0.05 0.05

B,, (T) 1.5 10-5 9.06 10"5 1.34 10-4

Bc1 * (T) 4.3 10-5.* 2.5 10-4'* 3.8 10-4

r. (M) Bc,/Bcr (LRC)

0.2 1 8.95 12.75

0.1 1 9.63 14.1

0.05 1 10.1 14.9

LRC Lewis Research Center (Plum Brook)
UM University of Maryland
POLY Polytechnic University

* • estimated value

++ measured value
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determine the smallest B,,. If this value falls below the ambient magnetic
field, then breakdown can occur in the payload. The values of Bcr for the
cases considered are derived below.

To determine B,, if the mean electron energy is near the ionization
threshold, then in Eq. (28) [Ref. 28],

S=2 Q (29)
01 T

where Q and Qj are the total respective crossections at 100 eV, since at
higher energies this ratio is constant. The pressure dependence of B," is
mostly due to r, which can be expressed in the form

¶ r-81 2mO Vr, (30a)r 1evc BT"(0a

where,

-v k p (30b)

where v, is the effective collision frequency, p is the pressure, and k is
a proportionality constant. This constant can be obtained by approximating
the total collision crossection with the expression

Q - C 9-0.5 (31)

where C is a fitting parameter. For Nitrogen, k- 1.5 1010 sec"1 Torr-1 .
For the same gas, pressure and sphere voltage, Bor scales as

-cr ln (32)

This scaling expression permits the estimation of the relative behavior of
the various components in the SPEAR II payload, and the test chambers.

Consider a component near the center of the payload (such as the high
voltage probe, or the PFN in SPEAR II). For an enclosure with dimensions
of 0.56 m (the radius of the Aries rocket body) and component size of
approximately 0.2 m, the Be., for a positive bias, is found to be 3.1
Gauss. Consequently, the ambient B (0.45 C) << Br, and breakdown is not
expected to occur (recall that this criterion operation, and that for pulse
operation the threshold becomes larger. However, it is not possible, at
this time, to assess the change in B.r with pulse length). Since this
value for B.r is the lowest for all components, biased either positive or
negative, the space-vacuum insulation within the SPEAR II payload is well
within the bounds of integrity.
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The results for the test chambers is presented in Table IV. The first
two lines give the cathode and anode radius used in the tests. The third
line gives B,, for a background pressure of 10"- Torr in Nitrogen, and the
corresponding lower branch breakdown voltage. The next three lines give Bcr
relative to the Plum Brook value for three different anode radii. These
results show that B., varies for about an order of magnitude from chamber
to chamber for the same conditions. Note that in Plum Brook, the critical
field is below the background (Earth's) magnetic field so that breakdown
between payload and chamber wall occurs at zero applied B. In fact,
breakdown always occurs in the lower branch.

At the other extreme from the conditions discussed above is the case
where the background charged particle density is sufficiently large that
rLD << r,. This is the situation in the test chambers, for example, when
the plasma sources are turned on. In this case, the results found in
Sec. IV only provide an upper limit on the breakdown voltage. As noted in
Sec. V, the charged particle density, in the presence of a magnetic field,
reduces the breakdown voltage from the B-0 case and the trend with density
is actually the opposite. However, the values obtained with the B-0 theory
remain useful in that if the breakdown criterion is satisfied for this
case, it will also be so for B$O. For a background charged particle density
of 105 cm- 3 , and a neutral density of 1011 cm-3, the breakdown threshold from
Sec. 4 is found to be approximately 200V, which conditions are not suitable
for testing of the payload. The most effective way to inhibit this
breakdown is 1o reduce the avalanche gain by placing metallic boundaries
in the r-z plane at the minimum of the potential well [Eq. (13)] that
results in the largest gain. This has the effect of increasing the
effective Bcr. The change in B,., to Br*, obtained in the POLY chamber with
a rectangular metallic sheet klimensions: 0.3m, 1.2m) in the r-z plane,
about z-0, and 0.08m from the chamber, is shown in Table IV. The change
in the B,,r of the chambers used for SPEAR tests under equivalent conditions
have been estimated and the results given in Table IV. Similar procedures
can be used to inhibit breakdown between components of a payload.

Consider, for example, the behavior of a cylindrical inductor (open
at both ends) exposed to the space-plasma. On account of the increase in
the local magnetic field over ambient during operation, the condition B
<< Bor may be violated. Breakdown can then occur if dB/dt (or equivalently,
dI/dt) is sufficiently large to generate voltages above threshold. Note
that as the risetime increases, the voltage generated increases, and
consequently, likely to approach the breakdown threshold. However, recall
from Sec. 2 that this threshold increases with decreasing duration of
voltage appliation. Thus, to determine the transient threshold voltage for
breakdown requires a dynamic theory, which is not at present available.
The technique for inhibiting breakdown by shifting Br, through the use of
properly placed metallic boundaries, can be applied to this situation. An
effective way to accomplish this in the context of an inductor is to give
it a conical shape. With this geometry, trapped electrons are essen;.ially
eliminated (a.fg - 0), and the breakdown criterion corresponds to that of
vacuum. Moreover, the conical shape reduces the high stresses created near
the ends of the inductor (that is at the point of connection to the
circuit) in pulsed operation, by creating a grading in the inter-winding
capacitance. This inductor shape was used in the SPEAR II payload.
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CURRENT COLLECTION BY HIGH-VOLTAGE SPACECRAFT

IRA KATZ
Maxwell Laboratories, Inc., S-Cubed Division
P.O. Box 1620
La Jolla, California 92038
USA

ABSTRACT. During the past decade, there has been much progress in
understanding how spacecraft collect charged particles from the tenuous
plasma surrounding the earth. This paper describes the basic theory of
steady-state sheaths in collisionless plasmas and its application to
spacecraft in the magnetosphere. The first part describes the physical
mechanisms, including angular momentum and space charge, which control
sheath currents. Next, how spacecraft surface potentials are modified by
the plasma currents and the roles of potential barriers and low-energy
secondary electrons in determining how currents are distributed among
surfaces are briefly discussed. The last topic is how current equilibrium
is achieved on geometrically complex spacecraft.

1. Introduction

During the past decade, there has been much progress in understanding how
spacecraft collect charged particles from the tenuous plasma surrounding
the earth. Basic equations that describe the charging of satellites in
geosynchronous orbit during substorms in the magnetosphere [Ref. 1] are
well known. The early controversies surrounding electron current
collection by sounding rockets [Ref. 2] have been addressed with theory and
experiment resulting in basic agreement. While the equations describing
the magnetic-limited sheath surrounding high-voltage spacecraft in low-
Earth orbit are well known, there still is a debate on which set of
algorithms is both suf&icient to describe the plasma interactions, and yet
practical enough to provide answers in a reasonable time on available
computers [Ref. 3]. The upcoming electrodynamic Tethered Satellite System
(TSS-1) will have sufficient instrumentation to test the adequacy of the
present theories and computer codes. This paper describes the basic theory
of steady-state sheaths in collisionless plasmas and its application to
spacecraft in the magnetosphere. The major part describes the physical
mechanisms, including angular momentum and space charge, that control
sheath currents. Following is a brief discussion of how spacecraft surface
potentials are modified by the plasma currents and the roles of potential
barriers and low-energy secondary electrons in determining how currents are
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distributed among surfaces. The last topic is how current equilibrium is
achieved on geometrically complex spacecraft.

The approach employed in this paper is to consider a spacecraft as a
large, asymmetrical, high-voltage probe immersed in a magnetoplasma. There
has been extensive research into the current characteristics of probes in
plasmas (Refs. 4,5,6,7,8,9,10,11,12]. Most of the published work has been
for symmetric probes. We discuss the extension of the basic theories to
account for geometric asymmetry, the earth's magnetic field, and surface
charging.

2. The Orbital Plasma Environment

The ionosphere in LEO (low-Earth orbit) is a cool dense plasma. For
sounding rockets, typical ionospheric plasma parameters are

ne -n - 1011 M-3

8-8-o0.1 ev

B -0.4 Gauss. (I)

The time and distance scales associated with this plasma are

(Ope - 2 x 10' sec-1

wce - 7 x 106 sec-1

I - 0.007 m

icCe 0.02 m

Xc- 3 m. (2)

Typical active spacecraft experiments have dimensions of meters, potentials
of hundreds of volts or more, and durations as long as seconds. The wide
range of time and distance scales in current collection from the ionosphere
allows approximations to be made that lead to good estimates of the
collected current.

In CEO (geosynchronous-Earth orbit), the plasma density is
considerably less but is frequently characterized by higher particle
kinetic energies. While in general, the energy distributions found in the
magnetosphere are non-Maxwellian, we associate a temperature with them for
the purpose of establishing distance and potential scales.

ni - n, = 106 m-3

, - O0 = GO s eV

B 1 0-3 Gauss (3)
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The time and distance scales associated with this plasma are

lope - 6 x 10' sec-1

&,ce - 2 x 1 0 " sec-1

ID - 7 x 103 m

ice 2 x 103 m

I - 1O0 m . (4)

The ambient neutral environment in both LEO and GEO is so small that
collision lengths are kilometers or greater. For most of the following,
collisions with ambient neutrals are ignored. Neutral gases generated by
spacecraft, either by thruster firings or outgassing, can play a major role
in current collection but is not addressed in this paper.

3. The Physics of Current Collection

The equilibrium state of the plasma surrounding a spacecraft can be
described by Poisson's equation and the collisionless Vlasov equation,

V 2 ._P (5)*t300R

P(X) - e (ffff,(x.v) dv - ffff.(xv)dv), (6)

where 0 is the potential and f1, f. are the ion and electron distribution
functions, respectively. The potential is measured with respect to the
unperturbed plasma at great distances. The region of non-zero space
charge, p, or disturbed plasma surrounding a high potential spacecraft is
called the sheath region. Currents to spacecraft surfaces are found from

surface integrals over the local distribution functions.

J(x) = e (ffffi(x,v)v.n dv - ffff.(x.v)v.n dv) (7)

The local particle distribution functions can be related to those in the
undisturbed plasma by the Liouville theorem.

df(x,v) . af(Z,v) * v. Vx f(z,v) V f(Xv) -0 (8)

If a spacecraft were at the ionospheric potential, the incident particle
currents are just the one-sided ambient thermal currents. For typical LEO
parameters, Eq. (1), ambient currents are
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J0•= 10-3 amp m-3

jdj =5 x 10-6 amp m-2

Jiam 10-4 amp m- 2 , (9)

where the ram ion current is calculated assuming a 7500 m/sec orbital
velocity. In LEO, the plasma environment is mesothermal; that is, the
spacecraft velocity is greater than the ambient ion thermal velocity and
less than the electron thermal velocity.

ve = 1O0 m sec-1 > vr•,. = 7500 m sec-' > vd, = 770 m sec-1  (10)

For GEO, the current densities are much lower:

Jt,, 3 x 10-6 amp m-2

Jd 6 x 10-8 amp m-2  (11)

In GEO, satellite velocities are much lower than typical particle
velocities, so there is little ram or wake effects on particle currents.

Below, we examine physical mechanisms that can limit collection of a
plasma particle with impact parameter, b, by a charged sphere of radius,
a. The four mechanisms, shown in Fig. 1, are conservation of energy,
conservation of angular momentum, conservation of canonical angular
momentum in a magnetic field, and space-charge shielding limiting the range
of the potential.

3.1. REPELLED SPECIES CURRENTS

For both the ionosphere and the magnetosphere (LEO and GEO) particle
currents for repulsive potentials can be estimated directly from Eqs. (7)
and (8) if the ambient distribution function, f (xv), is assumed to be
isotropic.

j(z) e( ffff,(Z.v)v, . nd

0 .(ffft0( Ff r, r, - av) (12)

For Maxwellian distributions, this reduces to a particularly simple and
frequently used expression for repelled current density.

i(h) Jtb"' (13)

where Jh is the one-sided thermal current in the undisturbed plasma.
While strictly applicable only for limited cases, Eq. (13) is almost always
how repelled currents are calculated. The only significant exception is
for ram ion currents, where the current density is assumed constant unless



KATZ 717

(a) (b)

(c) (d)

(e)

Fig. 1: Physical mechanisms that can prevent plasma particles from being
collected by a spacecraft. A particle may have (b) too little energy, (c)
too much angular momentum, (d) too much canonical angular momentum, or (e)
space charge can shield the potential.

the surface potential can repel all the ions, in which case it is assumed
to be zero. This then gives the conditions

1-enivr,, .0: 2 (14)

J -.($) 0, eq > v my2.

In LEO, the en rgy associated with the ram oxygen ion velocity due to

orbital motion is approximately 5 eV.

3.2. ATTRACTED SPECIES CURRENTS

All attracted species particles can energetically reach the spacecraft
surface. Examining impact parameters is a good way to estimate the
attracted species current that reaches a spacecraft. The total attracted
current is for an isotropic plasma,

I -4d 40b2 j..Ne , (15)
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where b is the maximum impact parameter of a particle to hit the surface,
or

Ixnacrcd 20b2 j,.b,,, (16)

if current only flows along magnetic field lines. For typical spacecraft
dimensions, potentials, and plasma parameters, angular momentum determines
the maximum impact parameters for collection of both ions and electrons in
GEO. Space-charge shielding of the attractive potential limits ion
collection in LEO, while for electrons in LEO either space-charge or
magnetic fields can limit the collected current, depending on the
particular flight experiment. The discussion below first examines angular
momentum and magnetic field restrictions on particle impact parameters for
collection, neglecting the charge density in Eq. (5). Then, the
restrictions on the current due to finite space charge are considered.

3.2.1. Angular Momentum. If the range of the potential were infinite, the
maximum impact parameter of particles collected by an attractive potential
would be limited by conservation of angular momentum. The initial angular
momentum, lo, for a plasma particle with thermal velocity v, and impact
parameter, b, is given by

10 = m vh b . (17)

If it were collected by a sphere of radius a and potential 0, the maximum
angular momentum the particle could have would be its final velocity, vf,
times the sphere radius,

z1,, =m Vf a. (18)

The maximum impact parameter of a particle that can be collected and still
satisfy conservation of angular momentum is found by combining Eqs. (17)
and (18),

b _< a (v/vIh)

b _< a (1 + /O) 1/2 , (19)

using energy conservation. Particles with larger impact parameters will
miss the sphere. The collected current, which depends on b2, increases
linearly with potential.

J(0) - th = Jth(l + 0/1%) (20)

'orbit a 4xa&j2h.(l + 0/8.)

This type of collection is seen in hot, dilute plasmas, such as the
magnetosphere but is observed only for very low potentials in the
ionosphere. In LEO, the energy associated with the ram ion velocity due
to orbital motion is approximately 5 eV and is used in place of the
electron temperature. In that case the above becomes
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j..(0) = JJ.. (l= 21

For an insulating ram-facing surface in LEO, we.can find the equilibrium
floating potential by balancing ram ions with thermal electrons using Eqs.
(13) and (21). Since the ram energy is very large compared with the
ambient electron temperature, we ignore the potential term in Eq. (21),

jth, exp(e#/O,) = j,.r(O)fenv,.

6.1n 0.~ .2V (22)

If the spacecraft were not moving, the equilibrium floating potential would
be slightly more negative.

jt. exp(e0/8o) = Jthl1 + o/ei)

o= e.ln(ith)L 0. 5V (23)

Spacecraft charging in CEO is a direct consequence of the spacecraft
achieving current balance with very high plasma temperatures.

-. ln Ahi -40,o00V (24)

At the higher incident kinetic energies, secondary electrons play a major
role in reducing potentials from the upper bound in Eq. (24) by more than
a factor of two.

3.2.2. Magnetic-field-limited Currents. For electrons in the ionosphere,

the earth's magnetic field introduces a canonical angular momentum, is,
that severely restricts the range of impact parameters that can be
collected [Ref. 12],

1 r. -2d' +.'()o (25)

Conservation of both energy and the above canonical angular momentum limits
the maximum impact parameter, bpM, for collection.

b a 2 2.. ) (26)
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For impact parameters larger than bpM, the v x B acceleration, which is
transverse to the radial direction, makes electrons miss the central
sphere. The maximum current that can be collected by a sphere of radius
a and potential 0 is

I--= 2aujrml +- (27)

The 2* in Eq. (27) is because ionosphere electrons flow only along the
ambient magnetic field direction. A one-meter sphere at 10,000 volts in
a typical LEO environment (Eq. 1) collects less than 0.2 amperes of
electrons from the ionosphere due to magnetic limiting. The magnetic field
is typically the most limiting condition in electron collection by a
symmetrical spacecraft in the ionosphere. Early electron beam experiments
aboard rockets reported currents much larger than allowed by the Parker-
Murphy theory and lead to speculation that plasma turbulence scattered
electrons across magnetic field lines (Ref. 131. However, later data at
altitudes above 250 km show clear evidence of magnetic limiting [Ref. 14].
Recently, Neubert has shown that the high currents collected at lower
altitudes were due to ionization of the neutral atmosphere by the electron
beams used to modify the spacecraft potential [Ref. 15].

3.2.3. Space-charge-lmited Currents. The limits described above are
predicated on the range of the attracting potential being larger than the
limiting angular momentum impact parameter. This condition is clearly
violated in the ionosphere for spacecraft at high potentials. A space-
charge sheath forms around a high potential spacecraft. This sheath
shields the bulk of the plasma from the potential. Since electric fields
are very small in the surrounding plasma, it follows from Gauss's law that
the sheath space charge balances the spacecraft surface charge,

jpdx + f adS- 0. (28)

The sheath dimensions are calculated by solving Poisson's equation (Eq. 5).
If the attracted species is very cold compared with applied potential and
the geometry is planar, the Child-Langmuir approximation can be used for
the sheath, space-charge density,

pC=) - j =
v M W (29)

The space-charge-limited shielding distance for electrons in one-

dimensional planar geometry is

1= 2.3 x I0-630/2 (30)
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The corresponding equation for ions is

aj = 2.3 x 10-63/2

Spherical convergence increases the current density for higher potentials

and reduces the shielding distance substantially from Eqs. (30) and (31).

The space charge of the attracted electrons or ions in a typical LEO
plasma, Eq. (1), shields a ±10,000 volt potential on a one-meter sphere
within a ten-meter sheath (Fig. 2). For ions, this is a much shorter
distance than either angular momentum limit. For electrons, the magnetic
limit is a factor of two less than the space charge limit, thus the current
would be closer to the 0.2 amperes from Eq. (28) than the one ampere from
the space-charge-limited sheath radius. While the planar sheath dimension
obtained from Eq. (31) is a nonsensical 53 meters, Eq. (31) allows one to
quickly estimate, when space charge is important. Better estimates can be
obtained from tables of results for spherical collection [Ref. 4]. The
spherical space-charge-limited sheath radius, Rs, can be found from

Rs = 0.0235 a3 /70/- 7  (32)

when R, is large compared with a, the sphere radius.

Spheical Spacec lmfsd Sheath
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Fig. 2: Space-charge-limited sheath radius around a one-meter sphere in
LEO neglecting magnetic field and orbital velocity effects. By neglecting

convergence, Eq. (30) would have calculated a 55-meter sheath for the
10,000 volt potential.
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Computer models can accurately calculate space-charge-limited sheaths
in three dimensions for arbitrarily shaped spacecraft using either an
expression like Eq. (29) corrected for convergence [Ref. 16] or self-
consistently tracking particles inside the sheath [Refs. 17, 18, 19, 20,
21].

Equation (28) provides insight into the number of electrons in a
magnetically limited sheath. Although scattering can leave electrons
trapped in the sheath, the number of trapped electrons cannot be
substantial unless they generate enough ions to balance their space charge.
For sheath dimensions large compared with the effective radius of the
spacecraft, the surface charge depends only weakly on the sheath radius.
Thus, while the magnetic field may modify particle trajectories and the
sheath shape, in the absence of ionization the total number of electrons
in the sheath is roughly the same with or without the magnetic field.

3.2.4 Presheath Effects. Outside of the space-charge sheath, the
ionosphere is perturbed by weak electric fields that focus thermal current
to the sheath edge and allow the plasma to satisfy the Bohm criterion at
the sheath edge. How this is accomplished in a magnetoplasma is not know.
For nonmagnetized plasmas, Parrot et al. [Ref. 22] calculated self-
consistent potentials and densities for the quasi-neutral presheath. Their
analysis gives a sheath edge potential of 0.5 8, and an incident current
of 1.45 jh. These results, modified to account for spacecraft motion, are
used in most computer calculations.

4. Charge Transport on Spacecraft Surfaces

The previous discussion assumes that the spacecraft surface is entirely
conducting and held at a uniform potential. However, for thermal control,
most spacecraft surfaces are covered with insulating material. When
charged particles land on the spacecraft, surface potentials change due to
charge accumulation. The potentials on different surfaces change
differently depending on geometry and material properties. Insulating
surfaces charge to achieve local current balance, with equilibrium
potentials of the order of the electron kinetic energy (Eqs. (22) and
(24)). The actual currents locally are often dominated by low energy, -2
eV, secondary electrons generated by incident electrons, ions, or solar
photons. For incident electrons with kinetic energies between 50 electron
volts and a few thousand electron volts, secondary electron currents are
greater than incident electron currents for most spacecraft materials.
Photocurrents are typically 10-5 amp m-2 or more, invariably greater than
spacecraft charging currents in CEO. One of the more important phenomena
is how potential barriers influence low-energy electron currents. In
geosynchronous orbit, potential saddle points can inhibit secondary
electron emission and cause daylight chargIng [Ref. 23). In the
ionosphere, potential barriers to low energy and secondary electrons cause
ion focusing for negative potentials and "snapover" for positive potentials
[Refs. 24, 25, 26].

For electron collection in LEO, the large secondary electron yields
enable insulating surfaces to collect current as if they were conductors.
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Fig. 3: Secondary electron yield on kapton as a function of incident
electron energy.

The incident electrons generate secondary electrons that are attracted to

nearby exposed positive conductors. This secondary electron transport
increases the effective electron collecting area over the exposed positive
conductor area, and the electron currents are correspondingly increased.

For ion collection in LEO, ion-generated secondary-electron currents
are of the same sign as the ion currents. They drive insulating surfaces
toward plasma potential and steepen the surface electric fields near
exposed negatively-biased conductors; for example, arcing on negatively
biased solar arrays is caused by the enhanced fields between exposed array
interconnects and nearby solar-cell coverslips, which are near plasma
potential. Low-potential insulating surfaces surrounding negatively biased
conductors reduce the range of the negative potential, and the ion currents
are correspondingly decreased.

5. Spacecraft Geometry Effects On Current Collection

Sometimes, sheath dimensions around nonspherical spacecraft are estimated
by replacing the spacecraft with a sphere of equivalent surface area. This
approach is very problematical at best and should only be used to obtain
preliminary estimates for grid dimensions for numerical calculations.
Computer models, such as NASCAP/LEO, POLAR, and DynaPAC, accurately
calculate in three dimensions the space-charge-limited sheath around
arbitrary spacecraft. Estimates, including some geometrical effects are
quickly found using EPSAT or the Space Station Environments WorkBench
[Refs. 27, 28, 29).
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5.1 MULTIPLE SHEATHS

Potentials on spacecraft continue to change until each surface is in
current balance, i.e., there is no net current [Ref. 30]

0 - Jw, - ie + Jw, + jba.,,u + it + iphw + JcWdlo. (33)

The previous sections examined charge transport inside a single sheath
and neglected conduction currents, jcond, between different spacecraft
surfaces. For most insulating surfaces, each point on the spacecraft
surface individually balances incoming electrons with incoming ions and
outgoing electrons. For some insulating surfaces, transport of secondary
electrons along the surface may be important.

Spacecraft may have several sheaths of both polarities. Current
balance can be achieved in three ways, as shown in Fig. 4 [Ref. 31, private
communication]. The first is that conduction and surface transport balance
currents between different location on the spacecraft that have their own
sheath currents. The upcoming Tethered Satellite System (TSS-l) is an
example of a spacecraft where two conducting sections are biased with
respect to one another. For TSS-l, the individual sheaths are a few meters
in radius and are separated by 20 kilometers. Since the ambient ion
current density is much smaller than the electron current density, ion-
collecting sheaths must be much larger than the corresponding electron-
collecting sheaths if ion currents and electron currents are to balance.

When the two sections are near each other and the potentials are
sufficiently high, the space-charge sheaths can overlap as shown in Fig.
4(b). One way of reducing the electron current is for the ion-collecting
sheath to be large enough that it envelops part of the electron sheath.
Computer calculations of the SPEAR I sheaths showed that current balance
was achieved by the large, ion-collecting sheath enclosing most of the
electron-collecting sheath [Ref. 32]. This phenomenon will occur only if
exposed conductors of opposite polarity are closer than the sum of their
space-charge-limited sheath radii. This clearly will be the case for SPEAR
III where the ion and electron-collecting sheaths will be separated by only
a couple of meters, less than the anticipated ion-collecting sheath around
the negatively charge rocket body.

The third way current balance can be achieved is one sheath of one
polarity enveloping the opposite polarity sheath. This is frequency the
case in GEO when the negative polarity sheath can suppress photoemission.
It also occurs in LEO when coverslip potentials shield the sheaths around
the edges of positive voltage solar cells.

5.2. GEOMETRY AND MAGNETIC FIELDS

The discussion of magnetic-field-limited currents assumed a spherical
spacecraft and spherically symmetric potentials. Analysis of data and
computer simulations of the CHARGE-2 and SPEAR I flight experiments show
that asymmetry tends to increase the collected currents over that predicted
by spherical probe theory.

For estimating the space-charge sheath dimensions, researchers
frequently treat the spacecraft as a sphere with the equivalent surface
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Fig. 4: To achieve current balance, sheath can be either (a) independent,
(B) interfering, or (c) completely enveloped [Ref. 31, private
communication).

area [Ref. 33]. Some justification for this approximation can be found in
Eq. (28), assuming that the sphere has the same average surface-charge
density as the actual spacecraft. For magnetic limiting, this
approximation is inappropriate, since the limiting mechanism is related to
the particle motion normal to the magnetic field. A better estimate would
be to use the largest spacecraft dimension normal to the magnetic field,
as the effective radius in Eq. (26). Better yet is to perform calculations
using computer models that include geometry, space charge, and magnetic
field [Ref. 14].

The spherical sheath potentials maximize the magnetic limiting.
Magnetic limiting makes particles v x B drift around the attracting
potential, returning to the same equipotential surface. An interfering
sheath, as shown in Fig. 4(b), moves equipotentials into smaller impact
parameters; thus, while a particle may initially be unable to be collected,
as it circulates around the potential, it may drift into a region where it
is closer to the probe, and be collected. This effect was evident on SPEAR
I [Ref. 32], as shown in Fig. 5.
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Fig. 5: (a) Potential contours calculated by NASCAP/LEO for SPEAR I with
one sphere biased to 46 kV and the spacecraft ground at -6 kV. (b) Path
of an electron in the potentials shown in Fig. 5(a). Note that the
electrons are collected due to the presence of the ion-collecting sheath.

6. Conclusion

Over the past two decades, a body of knowledge consisting of theories,
flight data, and computer models has been created to describe plasma
interactions with spacecraft. Many of the phenomena that control plasma
currents to spacecraft surfaces, some of which are discussed above, are
understood well enough to be compared with flight and ground experimenes.
Other phenomena, including neutral gas effects in sheaths, plasma double
layers, and magnetic-limited electron collection in low-Earth orbit, are
presently under active investigation. The next decade promises to be rich
with new data and models that will further understanding of spacecraft-
plasma interactions.
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1I. Introduction

Successful human exploration of space depends upon integration and
operation of propulsion, spacecraft engineering, communications, life
support, and many other systems. Traditionally, aerospace research and

development defines optimal, maximal, and critical performance limits that
specify a set of operating parameters for each hardware and software system
to ensure successful integration into the overall space system. Humans can
be treated as a system which is a component of manned space systems.
Human performance parameters can be measured and defined, and a critical
set of operating parameters for the human system can be determined in order
to ensure integration into the overall space system and mission success.

This human system analysis and application has been successfully
implemented during National Transportation Safety Board (NTSB) aviation
accident investigations and recommendations, and in the National
Aeronautics and Space Administration's (NASA) aircraft operations
[Refs. 1, 2]. Lack of attention to the human as a key system element has
resulted in serious and even catastrophic accidents and incidents in
operational non-space systems. Crew communication and coordination
problems have been listed as a factor in 85% of all U.S. aviation accidents
[Ref. 3], including the United Airlines DC-8 accident in Portland, Oregon
on December 28, 1978 in which lack of adequate cockpit communication was

cited by the NTSB investigation in the probable cause of the accident.
Overreliance on automated systems has also been the cause of several
serious aviation accidents, including the Eastern Airlines L-lOll aircraft
accident in the Florida Everglades on December 29, 1972, where overreliance
on the autopilot contributed to the accident resulting in the deaths of 94
passengers and 5 crewmembers [Ref. 4]. The incident at the Three Mile
Island nuclear power plant in Pennsylvania in 1979 was caused by the
failure to design systems incorporating human engineering considerations,
by inadequate attention to the human-automation interface, and by
deficiencies in operator training [Ref. 5]. Problems with group dynamics
have also been responsible for the failure of past exploration missions,
including crew mutinies during polar expeditions and oceanic voyages.
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Spaceflight operations and research programs have documented unique
physiological impacts of the space environment on humans. These include
cardiovascular deconditioning, muscle atrophy, loss of bone mineral
content, and neurovestibular, hematological, immunological, and
endocrinological changes. However, the impact of the space environment on
human behavioral and performance relationships is relatively unknown. It
is possible to develop an operating envelope that defines critical human
performance parameters for specific space missions or sets of operating
conditions based on our knowledge of basic behavioral capabilities and
human-operations, human-machine, human-environment, and human-human
interactions. The ikitegration of these profiles defines the operating
envelope for a mission scenario.

HUMAN

0

LU@30

Fig. 1: The space human performance operating envelope defines the
optimal, maximal, and critical performance limits.

The human-operations profile focuses on operational and procedural
issues related to mission performance. It includes selection and training,
mission task analysis, workload, fatigue, sleep, and work scheduling. The
human-machine profile focuses on human-equipment interaction dynamics. It
involves human-computer interface, automation, work station design,
personal equipment, and telecommunications. The human-environment profile
focuses on the intrinsic and extrinsic physical factors of the space
environment that could affect performance. It is concerned with
habitability, lighting, acoustics, vibration, and personal requirements.
The human-human profile focuses on crewmember interaction dynamics. This
includes crew coordination and communication, small group interpersonal
relations, crew composition, and support systems. The behavioral
capabilities profile focuses on the intrinsic human capabilities and
limitations that are brought to a mission. This involves sensory,
perceptual, and cognitive abilities, physical and performance capabilities,
and psychophysiological relationships. Information from these profiles
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will provide a basis for treating the human system in a manner compatible
with treatment of other space system components during design and operation
of manned space systems, and will be used to establish system requirements,
i.e., design requirements, procedures and protocols, and develop
technologies that are within the space human performance operating envelope
of the mission.

This chapter examines the role of the human as a system in the
challenging and complex environment of space. It discusses the importance
of space human factors and critical issues posed by space exploration, and
provides a brief review of the current space human factors knowledge base.
It also describes the NASA Space Human Factors Program, including research
activities and the potential benefits to humans on Earth resulting from
this research.

Fig. 2: The space human performance operating envelope defines critical
human parameters to ensure mission success.

2. Space Human Factors Issues

More than thirty years have passed since the first human escaped the
gravitational force of Earth and hurtled into space. Since then,
considerable effort has been expended in assessing the dangers that
spaceflight conditions pose to humans. The physiological changes that
occur during spaceflight have been and continue to be extensively studied.
Behavioral and psychological changes and the psychological needs of space
crewmembers have also been studied, but they have not been given the same
level of investigation, primarily because of the relatively short duration
of most of the flights conducted to date.
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Future manned space missions will, however, pose unprecedented
challenges for the men and women who undertake them. These missions
represent a continuum for the expansion of human civilization and
scientific knowledge into the local solar system: space stations where
crews will live and work in Earth orbit; a lunar outpost where, for the
first time in history, crews will routinely work in a harsh
extraterrestrial environment, conducting scientific experiments and
eventually supervising complex operations such as in situ resource
utilization; a manned mission to Mars, which will involve outbound and
return flights of a combined duration of one to three years, including time
spent working on the planetary surface; and, eventually, a Mars settlement.

The substantial investment in these missions requires significant
advanced planning, founded upon a properly structured scientific knowledge
base and a comprehensive picture of the effects of extended stays in space.
This planning involves ground-based research and development in all areas
of space human factors, from basic to operational, to make certain that key
science issues requiring optimal human productivity over extended periods
are addressed in order to ensure the success of these missions.

Fig. 3: Crews will work routinely in extraterrestrial environments
such as the lunar outpost.

2.1. HUMAN-OPERATIONS

Humans in space play a vital and wide-ranging role in mission operations,
from monitoring spacecraft controls to conducting and serving as test
subjects in scientific experiments. Because of the importance of crew
performance, several factors need to be considered when planning workload,
task allocation, and scheduling. The workload for each crewmember must be
balanced to allow sufficient time for recreation and rest. Scheduling
workload depends on the amount and timeliness of work needed to be done,
the amount of workspace available, and the skills required to do this work.
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The importance of each of these variables needs to be weighed in planning
a program to enhance crew performance. Task allocation between
crewmembers, ground control, and machines must be investigated, including
issues of crew cross-training. Task analyses of the different phases of
a planned mission and human extravehicular activity must be conducted. In
addition, methodologies for workload measurement and fatigue assessment
must be established to determine adequate task allocation, work-rest
schedules, and workshifts.

Circadian rhythms, sleep patterns, and quality of sleep may be
altered in spaceflight, affecting the performance and moods (e.g.,
increased irritability and hostility) of crewmembers. On some Shuttle
missions, sleep and work-rest schedules are arranged in two 12-hour shifts
to allow continuous coverage, which may result in a shift or alteration in
the natural circadian rhythm of some crewmembers. If a phase shift is
required in space, operational or workload factors must be adjusted in
order to avoid the fatigue and concomitant increase in judgmental and
mechanical errors that may arise from sleep disturbances.

Criteria for crew selection and composition are critical for optimal
crew mix for specific missions. In addition to a primary requirement of
appropriate crew job skills, procedures and protocols for training
effective teams in enhanced communication, crew coordination, and
interpersonal dynamics also need to be developed.

2.2. HUMAN-MACHINE

Astronauts function in a variety of roles in relation to the spacecraft and
its equipment, from being simply a passenger to a highly trained pilot or
technician. Automation and human-machine interactions in the space
environment need to be better studied and understood. Future spacecraft
environments will be composed of a complex system of humans, computers with
intelligent systems, robotics, and other sophisticated equipment. The
balance between the use of human operators and the use of machines is
critical. Automation and use of robotics may eliminate human error in the
space exploration system, but it may also reduce creativity and
problem-solving techniques that are unique to humans. Other human-machine
interactions, such as computer-aided decision-making, need to be
investigated to determine the optimal design of the human-machine system.
The parameters for levels of automation and robotics and human-computer
interface designs need to be fully understood before a manned three-year
mission to Mars is undertaken.

Human anthropometric and biomechanic parameters should be considered
when designing workstations and related equipment. The ratio of available
workspace to crew size needs to be evaluated, especially for long-duration
missions. Workstations must be designed to accommodate different body
sizes and the human neutral body posture that occurs in weightlessness.
Another concern is the design of space suits, gloves, and other equipment
for extravehicular activity, to provide adequate protection from the harsh
space environment while simultaneously allowing for optimal physical
dexterity in performing intricate, critical operations. Individual
differences must be considered when designing space suits, especially as
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crews become more heterogeneous and missions become more specific.
Equipment may need to be designed or altered on a mission-specific basis
to enable the completion of unique tasks. Compatibility between
workstations, equipment, and the crew must be optimized to ensure efficient
performance of tasks and crew safety.

2.3. HUMAN-ENVIRONMENT

Earlier spacecraft designs were based primarily on engineering criteria;
little thought was given to the personal needs and requirements of the
astronauts or cosmonauts. As flight missions increase in length, however,
crewmembers will not only be travelling but will actually be living in
space. Living quarters and other areas must be engineered for maximum
efficiency and comfort, while taking into account the particular
difficulties caused by weightlessness and other spaceflight factors.
Factors such as privacy, noise levels, temperature, decor, lighting
availability, and operation of hygiene facilities need to be understood and
optimized in order to ensure productivity in environments that are almost
wholly artificial.

Noise is a constant annoyance in spacecraft. Even during the cruise
phase of a flight, it can be loud enough to disturb sleep and to interfere
with waking activities and conversational speech. Certain kinds of noisy
environments tend to adversely affect performance. The effects of noise
on perception and performance, adaptation effects, and the fatiguing and
annoying aspects of noise need to be determined.

Other habitability factors and personal requirements, such as design
of living space, lighting, temperature, and privacy, are also important for
maintaining crew health and productivity. Living space design parameters
including the use of light, color, windows, decor, and temperature must be
studied. Understanding the underlying requirements for privacy and finding

Fig. 4: The crew of Space Shuttle mission STS-51D live in close quarters
during the spaceflight.

__ _______________
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ways of meeting them, e.g., personal possessions or architectural
arrangement, are important. Research is also necessary to establish
habitat design requirements and mission operation scenarios.

2.4. HUMAN-HUMAN

Space stations, a lunar base, and a Mars mission will involve small groups
of individuals living and working together for extended periods in
isolated, confined, and high-risk environments. Extended exploration
missions will involve multinational cooperation. Instead of the early
homogeneous astronaut corps, crews will be composed of individuals of
various cultural and professional backgrounds. As mission length, crew
size, and crew heterogeneity increase, the psychological and social factors
of a larger number of people working under close confines, for long periods
of time, become more important in mission planning. Significant crew
psychosocial issues include crew coordination and communication, command
and control structure, leadership, and group dynamics and processes. These
issues must be investigated in ground-based research to ensure crew
stability and productivity during spaceflight.

The space environment is characterized by risk, isolation,
confinement, and sensory deprivation. Psychological adaptation will result
from prolonged exposure to these stresses. How individual crewmembers
react to these stressors and the coping and intervention strategies that
are required to counteract them need to be understood. Isolation and
confinement, as demonstrated in space analog environments such as
submarines and Antarctic camps, have led to a number of physiological and
psychological manifestations. Understanding the effects of isolation and
confinement is extremely important in alleviating or preventing possible
anti-social and counterproductive behavior.

In addition to the stress imposed by long-duration spaceflight, there
is an ever-present risk of a crisis onboard the spacecraft (such as the
death of a crewmember or failure of the craft to respond to commands) or
externally (the threat of an asteroid impact). During planetary
exploration, there would be no chance of a timely rescue from an outside
source; the crew would be completely isolated from outside help and
therefore dependent upon itself. How individual crewmembers and the crew
as a whole handle a crisis would be of utmost importance to the success of
the mission, the physical and emotional health of the humans aboard, and
even the survival of the ship and its crew. Crew support systems,
including coping methods, monitoring techniques, and intervention
strategies, must be identified to maintain individual and group
psychological health, motivation, morale, and cohesion over long periods
of time in very difficult circumstances.

Communication is critical to maintaining group cohesiveness. In
stressful situations like spaceflight, word choice becomes extremely
important to avoid ambiguity and misunderstanding. Stress and
interpersonal dynamics may cause crewmembers to become edgy, and tone,
speech rate, facial expressions, and other nonverbal cues that modify word
usage may be difficult to discern in space. Physical factors such as noise
levels and bulky spacesuits may interfere with communication. Reduced
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atmospheric pressure in a space cabin could alter sound waves such that

vocal tone and quality are changed.

2.5. BEHAVIORAL CAPABILITIES

Humans have basic behavioral repertoires and intrinsic physical and
psychological capabilities which define the limits of their performance
capabilities within any operating system. These capabilities and the
effects of the spaceflight environment on them need to be understood to
ensure optimal performance and mission success.

The spaceflight environment contains a number of factors, including
weightlessness, radiation, acceleration forces imparted during launch and
re-entry, spatial and temporal disorientation, and the artificial cabin
environment, that induce physiological changes in humans that may lead to
decreased performance [Ref. 6]. Among the major physiological changes that
occur in space are: (1) cardiovascular deconditioning, including the
migration of body fluids to the upper body, resulting in an increased blood
volume pumped through the heart; (2) a subsequent decrease in blood volume,
including losses in blood volume, red cell mass, and hemoglobin content;
(3) loss of bone mineral content, especially calcium, leading to diminished
bone strength; (4) muscle atrophy, the loss of muscle tissue mass,
strength, and endurance; (5) neurovestibular changes and the occurrence of
space motion sickness early inflight; and (6) immunological changes,
including decreased lymphocyte activation and endocrine changes.
Postflight problems resulting from readaptation to Earth's gravitational
force include orthostatic intolerance and additional neurovestibular
changes. The effects of these changes on performance inflight are unknown.
For example, the alterations in sensory perception and motor control
potentially could interfere with task performance. Other physiological
changes may also affect the ability of crewmembers to function and to
complete their tasks effectively during missions lasting several years.
Research is needed to determine if these physiological changes or the
measures designed to counteract them have behavioral correlates that might
become increasingly important with longer stays in space.

Understanding the functioning of perception, cognitive processes,
vision, and motor coordination in the space environment is essential. In
order to develop effective systems where humans interact with computer
systems and perform a variety of tasks essential for smooth operation of
the spacecraft and completion of scientific experiments, a more thorough
understanding of the user's perceptual and cognitive abilities and their
utilization in the space environment is needed. Methods and tools for
defining cognitive tasks also need to be developed. Based upon the crew's
capabilities and limitations, the requirements for preflight and inflight
training need to be defined.

3. Current Knowledge Base

During the early years of manned spaceflight, life sciences concerns were
concentrated on determining the physical needs of the astronauts,
particularly in such areas as radiation exposure and physiological effects
of microgravity. In contrast, very little attention was focused on
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behavioral adaptation to reduced gravity or the crews' psychological or
social adjustment to spaceflight. As mission durations increased, more
emphasis was placed on human factors concerns but research and objective
data remain limited.

There is an extensive and comprehensive scientific knowledge base
available that is relevant to space human factors. However, much of this
base consists of a core of ground-based and aviation research and
technology and data from isolated and confined environments, including
undersea habitats, submarines, and polar stations. Actual space-based data
in human factors are largely sparse, limited, and anecdotal. The specific
effects of the space environment on behavioral processes and human
performance have not been investigated in any systematic way. Behavioral
scientists have had little or no direct access to flight and gro~und crews,
which has resulted in a lack of systematic assessment of individual
performance both in training and during missions. The paucity of such data
makes it difficult to identify and evaluate factors that may influence
human performance.

This review of the current state of available knowledge about human
factors in the space environment will cover spaceflight studies and
observations of the United States, the former Soviet Union, and other
countries, and brief results obtained from analog environments and
simulations (e.g., undersea habitats, polar stations, and aviation). It
should also be noted that the majority of spaceflight data are from short
duration missions.

3.1. HUMAN-OPERATIONS

A number of human factors studies have been conducted to investigate the
relationship of sleep and spaceflight with performance. In general,
physical performance disturbances have been attributed to abrupt, scheduled
changes in sleep-wakefulness cycles from those occurring on Earth.
Simulations have revealed that an evaluation of operations and procedures
can identify problems that could not be remedied inflight. Work capacity
inflight has been studied by the Russians, although there is little
conclusive evidence from the reported research.

3.1.1 Sleep, Circadlan Rhythms, and Work-Rest Cycles. Studies involving
observation and measurement of sleep parameters have been conducted during
flight. Poor sleep quality and fatigue were reported from the Gemini IV
and Apollo 7, 8, 13, 14, and 15 missions [Refs. 7, 8, 9]. During lunar
surface stays during the Apollo Program, sleep was generally inadequate.
Electroencephalograms were recorded during Gemini 7, although operational
problems resulted in limited data being collected [Ref. 10].
Electroencephalograms, electrooculograms, and head motions were recorded
during three flights of Skylab. Results from the Skylab studies indicated
that no significant changes in sleep latency (time required to fall asleep)
were observed except for an increase at the beginning of the 84-day
mission. Sleep duration was not significantly changed, but some changes
in sleep stage characteristics were observed, though they did not result
in performance capability degradation [Ref. 10]. A Spacelab 1 study that
recorded eye movements during sleep showed that both the number of eye
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movements and percentage of rapid eye movement (REM) sleep were elevated
early inflight, returning to normal later inflight [Ref. 11]. Thirty
percent of U.S. Shuttle astronauts have requested sleep medication
inflight, although none had a history of usage on Earth [Ref. 12]. One
study revealed that readaptation to Earth's gravitational force is more
disruptive to sleep than is adaptation to microgravity [Ref. 10].

During some space missions, crewmembers were required to shift their
work-rest cycles by 12 hours, which can cause disturbances in circadian
rhythms and lead to perfordance decrements, excess fatigue, and other
negative effects. When sleep schedules were shifted from a 24-hour day set
to local time at the launch site during the Soyuz program, cosmonauts
experienced some degradation of performance and disturbed sleep [Refs. 13,
14]. During a Russian-Bulgarian mission to the Mir space station,
electrophysiological recordings were taken of sleeping cosmonauts.
Cosmonauts also answered questionnaires immediately upon waking regarding
their sleep quality. Results indicated that changes occurred in sleep
architecture or structure, including a decrease in REM sleep. An increase
in the amount of time required to fall asleep was also observed [Ref. 15].

Fig. 5: Crewmember sleeps in weightlessness onboard STS-8.

An analysis of work-rest cycles of Salyut 6 and Salyut 7 crewmembers
on a daily, weekly, and total-flight-duration basis was conducted.
Overall, a decrease in the amount of time spent working and an increase in
the amount of time spent sleeping were observed. A change in sleep-wake
schedules led to deviations in the functional state of all crewmembers.
It was concluded that specific work-rest cycles should be rigorously
adhered to for optimum crew workload [Ref. 16].

STS-35 astronauts were exposured to bright light (10,000 lux) prior
to launch to determine if this treatment would effectively shift the
circadian rhythms of crewmnembers required to undergo a 12-hour phase shift
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for a mission requiring two shiits working around-the-clock. Subjective
reports following the flight indicated that during their inverted schedule,
the crewmembers were able to sleep soundly during the day and remain alert
during the night. Physiological measurements taken from astronauts
following an aborted launch attempt that had been preceded by bright light
treatment showed that the use of bright light was able to shift the
circadian rhythm pacemaker regulating temperature and hormone levels
(Ref. 17].

3.1.2 Work Capacity. The former Soviet Union has conducted many flight
experiments on work capacity and motor coordination. Visual motor
coordination and tracking ability investigations were conducted during
Voskhod, Soyuz, and Salyut flights using an apparatus called RPS-2M which
measures tracking. Studies on Soyuz flights indicated an increase in
reaction time for visual motor-reaction in tracking tasks. Cosmonauts
flying their second spaceflight had lower error rates than first-time
flyers. A Salyut 7 experiment with a visiting crew indicated that tracking
errors were elevated early inflight, then decreased as the flight
progressed, restoring work capacity to its preflight level [Ref. 18].

Mental activity and work capacity were investigated on the Salyut
6-Soyuz 35 mission and on Salyut 7 using a device, the Balaton, which
measures rate and accuracy of information processing. Results indicated
an adequate level of performance, although individual differences were
large, especially when the task complexity was high. There was a decrease
in work capacity early inflight in some crewmembers, but later during the
flight all parameters had returned to their baseline levels [Refs. 19, 20].
In the PROGNOZ test conducted onboard Mir, an instrument named Pleven-87
was used to study mental performance and sensory and motor reactions to
sound and light stimuli (Ref. 21]. Results indicated that effective
psychological performance was maintained throughout the flight [Ref. 22].

Mental workload capabilities, including evaluation of higher mental
processes, reflexes and reaction time, and tracking ability were studied
during the mission of a Bulgarian cosmonaut using the Pleven-87 and Zora
instruments. Results revealed a high mental workload capacity during the
flight and no changes in reflex locomotor activity. Improvements were
observed i.t the precision and speed of complex sensorimotor activities in
response to visual and audio signals and tracking ability. Time for mental
processing, however, was slightly increased: the average duration of a
mental operation was extended by 12 to 20 percent [Ref. 23].

Studies of crew movement and equipment stowage and deployment were
conducted during the Spacelab Life Sciences-l (SLS-l) mission, which flew
in June 1991. Results indicated that handling of small items was more
difficult in microgravity than on Earth. Problems with stowage of
equipment included stowage of multiple items in one stowage compartment,
excess packaging, discrepancies regarding stowed items, and the
distribution of related equipment components across multiple stowage areas.
Studies of crew movement through the tunnel connecting Spacelab with the
Orbiter Middeck revealed that no difficulties occurred [Ref. 24].

3.1.3 Analog/Simulation Studies. In the Skylab Medical Experiments
Altitude Test (SMEAT), three astronauts lived and worked in a
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mission-length simulation. Besides evaluating biomedical equipment in a
low pressure environment, the simulation provided an opportunity to examine
such human factors issues as Skylab procedures, layouts, data-handling, and
communication systems. As a result of this evaluation, many systems and
procedures were redesigned. SMEAT was a valuable tool for Skylab designers
since it uncovered serious operational anomalies that could not have been
remedied inflight [Ref. 25].

In 1977, NASA conducted a 10-day simulation study covering proposed
operational activities for Spacelab both inflight and on the ground. The
study, called ASSESS, Airborne Science/Spacelab Experiments System
Simulation, evaluated a number of objectives related to payload operations
procedures. The results revealed a number of inflight integration and
check-out problems and underscored the importance of personnel having a
clear understanding of their role in the mission [Ref. 26].

3.2. HUMAN-MACHINE

Although much research on space human-machine issues has been conducted on
the ground, very little comprehensive research, has been done inflight. A
comprehensive review of generic requirements for space facilities and
related equipment that directly interface with crewmembers can be found in
NASA-STD-3000, Man-System Integration Standards [Ref. 27].

Achieving the optimal balance of humans and machines to perform the
multitude of required mission tasks is a continuing challenge. Although
space missions rely heavily on automation and computers to carry out most
functions, unique human intervention has ensured the success of many
flights. On both the Apollo 11 and Apollo 16 missions, emergency
redirection of the spacecraft was required to avoid hazardous landings on
the lunar surface. During a Skylab mission, the Commander and Scientist
Pilot performed an extravehicular activity (EVA) to fix a disabled solar
panel, thus restoring vehicle operation. Several instances on the space
shuttle have demonstrated the crewmembers' ability to perform repair and
deployment maneuvers not possible by machines [Ref. 28]. These few
examples demonstrate the criticality of humans as operators onboard space
missions and the unique capabilities they bring to the space environment.

3.2.1 Control Devices and Display Technology. During Shuttle flight
STS-29, astronauts completed a questionnaire evaluation of two cursor
control devices, a trackball and an optical mouse with a reflective pad,
which had been developed in prior ground-based models and KC-135 flight
evaluations. The crew reported that the trackball was too large and had
too much "play," although the one piece design of the trackball was seen
as an advantage over the multiple hardware pieces of the mouse [Refs. 29,
30].

During STS-41, objective performance data were collected by comparing
two cursor control devices, a built-in trackball on a Macintosh laptop
computer and an Altra FelixTH device. Subjective inflight comments
revealed that the ball component of the trackball floated in the housing,
causing errors, and that the FelixTM was inadequate for fine movements.
Objective data analysis revealed that the FelixTH provides for fast
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pointing, but both the FelixTH and the trackball resulted in a high error
rate [Ref 3i].

During Shuttle flights STS-29 and STS-30, astronauts completed an
onboard evaluation of the transflective laptop bomputer display under a
variety of lighting conditions (e.g., direct and sun-shafting). The
display was reported unacceptable by the astronauts, with off-angle viewing
difficulties and image shifting reported as specific problems. During an
evaluation onboard STS-41 of an active matrix computer display (not
backlit), the crew reported that the resolution of the display was good,
but external lighting was essential. This made the display unsuitable for
future use. A similar evaluation of an electroluminescent display was
completed by STS-41 astronauts. The display was judged far superior to the
transflexive displays previously flown, and no problems were reported.

Fig. 6: Crewmember on STS-29 evaluates the laptop computer display on the
GRID laptop computer.

3.2.2 Analog/Simulation Studies. In recent years, automation has become
an increasingly important issue in aviation. A number of aircraft
accidents have occurred that have been caused, at least in part, by factors
related to automation. Often, the problem was not a failure of automated
equipment so much as human error in its operation and monitoring. Adequate
design of the human-machine interface or balance to reduce manual workload
of pilots has also been an issue. Studies of automation in MD-80 aircraft
indicated that pilots do experience some reduction in total workload, but
probably less than that claimed by automation proponents (Ref. 4]. While
manual workload is reduced, mental workload is not. With the introduction
of automation, some errors are eliminated while others are introduced. One
study showed that general aviation pilots made more serious navigational
errors in a simulator with an autopilot than without (Ref. 32].
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Display devices are another significant human-machine interface
issue. A lack of properly designed warning displays was cited as one cause
of the Three Mile Island accident [Ref. 5]. As aviation cockpits become
more technologically advanced, properly placed displays and use of
automatic warnings have grown in importance. For example, the ground
proximity warning system has frequently been known to sound false alarms
[Ref. 4], which may lead to some pilots ignoring what might be real warning
signals.

3.3. HUMAN-ENVIRONMENT

Human factors data were collected during each of the three Skylab missions
to provide a knowledge base for designers and program planners for future
space missions. The results of these investigations are reported in NASA
Technical Memorandum X-59163 [Ref. 33] and in various Skylab Experience
Bulletins [Ref. 34]. Information was obtained on several aspects of living
in space, including the environment, architecture, mobility and restraint
of crewmembers, food and drink, garments, personal hygiene, housekeeping,
communication, and off-duty activities. Data were also gathered to
understand the crew's capability to perform work in microgravity during
long-duration space missions. Four specific areas were investigated,
resulting in valuable procedural and design guidelines. These areas were
manual dexterity, locomotion, mass handling and transfer, and inflight
maintenance. The approach for the Skylab human factors evaluations
included subjective techniques, such as questionnaires and interviews,
along with objective measures, such as time and motion analysis and sound
level measurement. These evaluations resulted in the removal of certain
restraint and mobility aids from inclusion in the Space Shuttle.

Fig. 7: Waste management is performed by crewmember during spaceflight.
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Currently, requirements for layout and design of the space station
maintenance workstations, galley table, and shower are based on guidelines
derived from the Skylab investigations.

Noise has been a continuing significant problem on many U.S.
spaceflights. An Apollo 7 study revealed systems that both individually
and collectively exceeded the NASA-specified acoustic level. Survey
results from Shuttle Acoustic Noise studies conducted during the STS-l and
STS-2 missions revealed that some systems exceeded NASA acoustic guidelines
but did not interfere with sleep or communication (Refs. 35, 36]. An
investigation of human factors environmental issues, including noise and
vibration, was conducted during the SLS-l mission. The noise study
utilized noninvasive questionnaires and an automated sound level meter to
sample sound pressure levels in six different locations. Preliminary
results indicated that noise levels exceeded NASA standards, especially in
the Spacelab, and interfered with sleep, concentration, communication, and
relaxation. Vibration was noticed by the astronauts, but it did not affect
their performance [Ref. 24].

With respect to habitability issues and artificial life support of
the spacecraft environment, inflight anecdotal and observational data have
revealed that living space is confined, privacy is lacking, and facilities
for personal hygiene are limited. In addition, noise levels are high and
unpleasant odors abound. Food is restricted in quality and diversity,
appetite decreases, and crewmembers become bored with the limited food
choices [Ref. 37].

3.3.1 Analog/Simulation Studies. In preparation for Skylab, there were
two primary efforts to examine human-environment interactions in an
environment analogous to spaceflight. Grumman Aerospace Corporation and
NASA co-sponsored a submarine mission, headed by Jacques Piccard, to gain
some knowledge of what habitability might be like during Skylab missions.
A six-man crew traveled undersea from Florida to Nova Scotia in 31 days.
Several crew observations about the living conditions were incorporated
into Skylab equipment design and procedures. In the mission-length SKEAT
simulation, three astronauts lived and worked ip an area similar to the
living quarters and workstation of Skylab. During this simulation,
operational, mechanical, and crew interface difficulties were found in some
of the equipment, and they were redesigned prior to the mission. For
example, the collection bags in the urine system were found to be often not
large enough to hold a 24-hour collection of urine. A complete account of
the work conducted in the design of Skylab's habitat is given by Compton
and Benson [Ref. 25].

Analog studies have also shown the importance of such habitability
issues as illumination and diet. Submarine studies showed that lighting
sources must be carefully placed, since the majority of information used
by crewmembers is received visually and the light available is almost
completely artificial. Taking the design of the vessel into consideration
to eliminate glare is also important. Illumination and color have been
shown to alleviate depression of crewmembers during submarine missions
[Ref. 38). Studies onboard the undersea habitat Tektite revealed that
mealtime was the major social event for the crew and that food preparation
was of particular enjoyment [Ref. 38].
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3.4. HUMAN-HUMAN

Interpersonal dynamics and other group-related issues have been the subject
of inflight observational and anecdotal data. Information about crew
interactions and the effects of spaceflight factors such as isolation and
confinement also derive from studies conducted in analog environments.

3.4.1 Interpersonal Dynamics. Instances of tension have been reported
between individual crewmembers and between the crew and ground control
personnel [Refs. 39, 40). These problems appear to occur more frequently
with heterogeneous crews, especially with visiting international crews who
may present language difficulties, and with extended missions. Problems
have resulted from misunderstood communications. One Russian cosmonaut
observed that in space each word assumed added importance, and statements
were often interpreted wrongly and blown out of proportion [Ref. 41].
Another Russian cosmonaut commented that although conflicts did arise, they
were quickly resolved and did not decrease the feelings of friendship that
existed between crewmembers [Refs. 39, 42]. Information is also available
from space crewmembers on such dynamics issues as crew size and leadership
style: cosmonauts have stated that they prefer a shared leadership style
(Ref. 40].

Crew selection and training techniques are used to help assure crew
compatibility. An example is the former Soviet Union's rigorous training
program, involving not just equipment training and preparation for the
expected novel spaceflight environmental stresses; they also conduct
emotional training exercises designed to foster self-reliance in dangerous
situations [Refs. 41, 43). Training for each mission usually occurs as a
group, allowing crewmembers to become accustomed to one another and
evaluations of group cohesion and compatibility to be made.

3.4.2 Psychological Adaptation. Much of our knowledge on the effects of
the stresses of spaceflight on psychological adaptation comes from
observational or anecdotal data. Factors such as isolation, confinement,
living in a small group, constant danger, physiological changes, and
habitability concerns can place a tremendous amount of stress on the
individual crewmember. A long list of symptoms, including fatigue,
irritability, depression, anxiety, mood fluctuations, boredom, tension,
social withdrawal, and motivational changes has been compiled from the
observational and anecdotal data [Ref. 44].

Psychological work capacity research on Salyut 6 using both
subjective measures (fatigue, mood, and complaints) and objective measures
(scope, time, and quality of work performed) identified four psychological
stages that occurred throughout the 6-month mission: an acute adaptation
stage, which lasted for the first 7 days and represents a period of initial
adjustment to the new surroundings and conditions; a period of complete
compensation, which lasted up to about the first three or four months of
the flight and is a time of stabilization of mental and work capacity; a
period of incomplete compensation from four to five months of flight; and
the final "breakaway" period during the final month of flight [Ref. 45].

Although there are limited data in this area, it appears that
psychological problems can result from the stress of spaceflight on both
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individual and group levels. There are, however, ways to alleviate or
minimize potential difficulties through the use of psychological support
measures. The former Soviet Union has actively pursued the use of these
measures since the beginning of their space program to optimize crew mental
health and well-being and therefore help ensure a successful and productive
extended duration flight.

One such psychological support measure is the unmanned Progress
ships, which carry new supplies to the space station. These supplies can
include fresh fruits and vegetables, special foods, leisure activities,
letters and videotapes from friends and family, and items requested by the
crew. Communication between crewmembers and persons on Earth is also
important. The Russians have used communication with friends, family,
celebrities, public figures, and psychologists as a means of psychological
support to help maintain the morale of the crew. The communications also
serve in a monitoring role, aiding the ground control staff in monitoring
the psychological state of the cosmonauts. One means for ground personnel
to detect the level of stress of a cosmonaut during these communications
is through voice analysis. This method involves analyzing speech pattern,
tone, and speed to identify tension; this may cue support personnel to a
potentially stressful situation [Ref. 46].

Another means of relieving stress is to make the crew's environment
more habitable. Efforts utilized by the Russians to date include the use
of pastel colors in the spacecraft interior, recordings of Earthlike sounds
such as rain or bird songs, inclusion of windows, and use of lighting
[Refs. 41, 47].

3.4.3 Analog/Simulation Studies. Spacecraft analog environments are
studied to understand elements of interpersonal dynamics of groups living
in isolated environments. Analog environments share several features with
spacecraft and the space environment, including confinement, isolation,
personal discomfort, and potential danger. The occurrence of dysfunctional
psychological and psychosocial behavior has been reported during medtum-
and long-duration submarine missions [Refs. 48, 49, 50 51], in undersea
habitats [Refs, 52, 53, 54, 55], and at polar stations [Refs. 56, 57, 58].
Data from these environments have revealed instances of impaired cognition,
irritability, hostility, depression, boredom, fatigue, anxiety,
miscommunication, and deterioration of individual behavioral adjustment.

Despite these observations, psychological disturbances have not been
common and most groups were able to adapt and perform effectively. Several
studies have helped identify some of the variables that enhanced or
impaired group performance [Refs. 59, 60, 61, 62, 63, 64, 65]. Positive
variables were gregariousness, role-sharing, privacy, and good leadership.
Negative variables were lack of privacy, lack of social stimulation, lack
of objective rewards, inability to communicate with people other than the
crew, stagnant environment, family concerns, group adjustment problems, and
an absence of sources of emotional satisfaction. The data and procedures
derived from these studies are applicable to long-duration space missions
in terms of crew selection and training and improved psychological support.

Underwater studies in human factors have been conducted in deep-sea
hyperbaric chambers, e.g., on the Ben Franklin [Refs. 66, 67], Sealab II
(Refs. 68, 69, 55], and Tektite II [Refs. 70, 71, 72]. Submersible
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simulator missions ranged from 15 to 60 days and housed both military and
civilian personnel. These studies were conducted mostly in the 1960s and
1970s. Comprehensive overviews of these earlier studies on submarines may
be found in Christensen and Talbot [Ref. 73] and in NASA CR-2496 [Ref. 74).
Barabasz [Ref. 75] provides a review of human factors data accumulated from
polar missions.

U.S. studies have been conducted in land-based simulators built
specifically to imitate the conditions to be endured during actual
spaceflights. These studies, which were performed in the 1960s and 1970s
and lasted between one to three months, tended to emphasize the roles of
careful selection and pre-mission training in alleviating some of the
anomalies observed within, isolated and confined environments. Results were
contradictory, however, and no definitive conclusions or recommendations
could be drawn from the data [Ref. 73].

Aviation is another spaceflight analog environment that provides
information about group dynamics. Approximately 85X of all aviation
accidents are caused in part by failures of crew coordination and
communications [Ref. 3]. Extensive research has been done in the cockpit
on these issues. Training in crew coordination, also known as cockpit
resource management training, has been shown to be successful in improving
performance (Ref. 76]. Studies have also shown that crews that have flown
together previously have fewer accidents than crews that have not flown
together, due to better communications between crewmembers [Ref. 77].
According to the U.S. National Transportation Safety Board, the use of
cockpit resource management training has played a significant role in
preventing aviation accidents [Ref. 78].

3.5. BEHAVIORAL CAPABILITIES

The United States and the former Soviet Union have conducted spaceflight
experiments on the effects of the space environment on physical performance
criteria, especially sensory-motor disturbances, visual function,
illusions, and proprioception. Early studies focused on perceptual and
sensory phenomena, partly because over 50% of U.S. and Russian crewmembers
experience space motion sickness [Ref. 79]. More recently, emphasis has
shifted to perceptual-motor coordination and the effects of long-term
exposure to the space environment on the behavioral capabilities of the
crew. Most of the published accounts of manned space missions suggest
that, with few exceptions, decrements in performance have been transient,
occurring early in the mission. The perceptual, cognitive, and psychomotor
performance of the crews apparently has been unimpaired in terms of mission
completion (Refs. 80, 81, 82, 12]. Many of the reported problems can be
related to learning new perceptual and motor skills in weightlessness, as
well as to the spatial disorientation and space sickness that occur early
in a mission. There have also been a number of contradictory reports on
visual function.

3.5.1 Perceptual-Motor. The spaceflight environment differs physically
from the Earth's environment in a number of ways, one of which is a
readjustment of motor and perceptual skills in the weightless environment.
In the U.S. Gemini program and during early Russian flights of the Vostok
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and Voskhod series, crewmembers reported experiencing spatial illusions and
vertigo, and feeling as though they were "hanging upside down." These
illusions were experienced especially early in flight and during periods
of increased motor activity [Refs. 83, 84, 85, 86, 87]. Cosmonauts
reported that some suppression of these illusions could be achieved by
fixing one's gaze on a stationary object, by not moving, or by relaxation
exercises [Ref. 85). Soyuz 9 cosmonauts observed deterioration of the
accuracy of their standard movements during their first few days of orbital
flight. Motor responses frequently exceeded nominal levels for a given
movement. During nearly all flights there was an initial slowness in
accomplishing tasks and a diminished motor coordination during the
adaptation to weightlessness. A sensation of slow movement of the hand
while writing in weightlessness [Ref. 88] and apparent movement of objects
within the visual field [Ref. 86] were also reported. These false

sensations are transient, however, and usually of only a few minutes'
duration [Ref. 88].

Time and motion studies conducted during the Skylab missions were
aimed at determining how well crewmembers could perform specified tasks in
microgravity over the course of long-duration spaceflight. It was
concluded that the first inflight performance of a task generally took
longer than the last preflight performance; performance adaptation was very
rapid, however, with behavioral performance continuing to improve from
beginning to end of all Skylab missions. Data taken at the end of the
Skylab 84-day mission showed no evidence of a performance deterioration
that could be attributed to the effects of extended duration spaceflight
exposure [Ref. 89].

Proprioceptive illusions were experienced during the performing of
deep knee and arm bends, especially immediately upon landing and with the
eyes closed, following Shuttle flights STS 41-G and Spacelab 1. The
investigators concluded that "the system that compares motor commands with
resulting sensory inputs may no longer be able to distinguish correctly
between movement of self and movement of the world" [Ref. 90].

A mass perception study conducted during Spacelab 1 found impairments
in mass discrimination ability inflight due to the loss of information
regarding weight and possibly also to maladaptation to weightlessness.
Impairments in mass discrimination were also observed postflight due to
maladaptation to Earth's gravity [Ref. 91).

3.5.2 Neurovestlbular. During Spacelab 1, several neurovestibular
experiments were conducted. Electromyographs recording from the
gastrocnemius and soleus muscles during a sudden vertical fall in space
revealed that the otolith-spinal reflex was inhibited immediately upon
entering weightlessness and declined further during the flight, yet it was
unchanged from preflight levels when measured postflight [Ref. 92].
Immediately upon returning to Earth, subjects experienced difficulty
maintaining their balance after being subjected to falls. This phenomenon
returned to normal within a few days [Ref. 93]. A study of positional
awareness following flight revealed increased variability of limb position
estimation and uncertainty of orientation, compared with preflight values
[Ref. 93]. These investigators also studied oscillopsia (apparent
displacement of visual targets during passive or voluntary head movement)
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and found that it was associated with disturbances in the gaze control
system [Ref. 93].

Another Spacelab 1 experiment recorded the Hoffmann or H reflex from
the soleus muscle in a test of the monosynaptic spinal reflex in

conjunction with vertical linear acceleration to assess modification of
utriculo-saccular function induced through prolonged exposure to
microgravity. Subjects were exposed preflight, inflight, and postflight
to sudden, unexpected falls. On the seventh day of flight, the H reflex
amplitude showed different characteristics than the preflight and early
flight values. Immediately postflight, a rebound effect was observed in
the H reflex, but not in self-motion perception. Drops late in the flight
were described by the astronauts as sudden, fast, hard, and translational.
Late inflight and immediately postflight, the astronauts felt as though the
floor was coming up to meet them, rather than as though they were falling
towards the floor [Ref. 941.

Studies on STS-8 and STS-11 indicated that self-motion reports and
eye reflexes during roll motion showed primary linear translation and
reduced ocular counterrolling, compared with preflight levels [Ref. 93].
Data from studies of perceived self motion are consistent with the
hypothesis that "signals from receptors that respond to linear acceleration
are reinterpreted during adaptation to weightlessness" [Ref. 12].

3.5.3 Vision. The majority of sensory input in pilot operations during
spaceflight is through the visual system. A form of functional myopia,
similar to that experienced by submariners, has been reported. While this
may be an appropriate adaptation to confinement in cramped quarters, it can
impair distance judgment and spatial vision for distant objects. Data from
visual function studies conducted in space and observational data have been
somewhat contradictory, with some studies reporting no changes, others
claiming increased acuity, and others describing decreased visual function.

The first quantitative vision studies by the U.S. were conducted
during the Gemini 5 and Gemini 7 missions. They revealed no significant

degradation or improvement in visual function [Ref. 95]. Visual studies
conducted on the Apollo missions demonstrated a statistically significant
decrease postflight in intraocular tension in all astronauts, compared with
preflight values [Ref. 96].

The occurrence of light flashes experienced by astronauts was first
reported during the Apollo 11 mission and was studied on several subsequent
missions (Refs. 97, 981. This phenomenon occurred following adaptation to
darkness, with eyes either open or closed. It was thought that these
flashes were the result of cosmic radiation particles passing through
retinal cells. Retinal photography was used following Apollo 15 and Apollo
16 to look for possible retinal lesions or damage to retinal cells. These
studies found no evidence of lesions or damage, but they did indicate some
increase in retinal vasculature constriction [Ref. 96]. Studies were also
conducted on Skylab 4 to measure frequency of visual light flashes in
near-Earth orbit and to characterize the mechanism responsible for this
phenomenon [Ref. 98].

Visual performance studies were conducted on Shuttle flights STS-5
through STS-8, STS-41B, 41C, 41D, 41G, and 51C. These investigations
revealed no significant changes in phoria, eye muscle balance, eye
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dominance, critical flicker frequency, or stereopsis [Ref. 99]. No
statistically significant changes in visual acuity were found [Refs. 100,
99]. Contrast sensitivity tests, however, produced slightly different
results. One study found no significant changes in three measures of
contrast sensitivity. Another study showed statistically significant
individual differences in contrast sensitivity, with crewmembers showing
different magnitudes of change at different spatial frequencies [Refs. 100,
99].

A German experiment conducted during Spacelab D-1 examined
intraocular pressure in relation to the headward fluid shift that occurs
during adaptation to microgravity. This study found that intraocular
pressure increased by 30% one hour after launch, and was then followed by
a decrease [Ref. 101].

Studies of visual function have also been performed during Russian
spaceflights. The optical resolving power of cosmonauts' eyes and the
number of eye movements per unit time were measured during Voskhod
missions. It was concluded that the functional capabilities of the eye are
subject to changes in terms of oculomotor function and visual work capacity
in the weightless environment [Ref. 13]. The changes, however, were
considered to be slight and insignificant in terms of the visual function
required inflight [Ref. 88]. Decreases in visual contrast sensitivity
during the first few days in orbit have also been reported.

Studies of spontaneous and evoked eye movement responses during
Salyut 6 and Salyut 7 flights showed a suppression, in space, of the slow
compensatory eye movements that normally occur with nodding of the head
under conditions of gaze fixation. Nystagmic movements in opposite
directions also occurred in space. These changes suggest the development
of vestibular asymmetry inflight and the disruption of gaze fixation
mechanisms in response to spaceflight (Ref. 102].

The Russian experience with visual function in space includes
anecdotal reports of increased visual acuity, e.g., being able to see
buildings and ships on the Earth's surface from space. Researchers have
concluded that these visions constitute optical illusions or mental
extensions of actual visual acuity, such as seeing the acute angle of a
ship's wake and believing that the ship itself is visible [Refs. 13, 86,
39]. Experiments conducted on spacecraft have not revealed any scientific
evidence for Increased visual acuity (Ref. 13].

4. NASA Space Human Factors Program

NASA's space life sciences research was initiated in 1960 with the goal of
enabling human survival in space. The Life Sciences Division is currently
addressing the challenge of space exploration by supporting research to
ensure human health, safety, and productivity in space missions. The Space
Human Factors Program, a vital component of the Life Sciences Division, is
fulfilling a lead role in this challenge by quantifying human adaptive and
performance capabilities in the space environment. The mission of the
Space Human Factors Program is to develop the knowledge base required to
understand the basic mechanisms underlying behavioral adaptation to
spaceflight and the capabilities and limitations of the crewmember in the
unique environments that will be encountered during future missions. This
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requires an in-depth understanding of psychological and behavioral
adaptation to space and the ways in which adaptive behaviors influence or
affect performance. The Program also develops and validates system design
requirements, procedures, and protocols that ensure the psychological
well-being, safety, and enhanced productivity of space crewmembers.

SPACE HUMAN FACTORS PROGRAM GOALS

Understand the psychologcal, behavioral, and performance
responses to space

Develop requirements, procedures, and protocols to enable safe,
productive, and enhanced crew performance

Promote research and technology to inprove the quality of life
for humans on Earth

SPACE HUMAN FACTORS PROGRAM OBJECTIVES

Determine the acute and long-term psychological, behavioral, and
performance responses to space

Determine the cita factors that affect behavior and performance in space and
understand the underlying mechanisms

Develop and evaluate design requirements for space environments,
equipment, operations, and crew support

Develop effective monitorag techniques, procedures, and protocols for

maintaining and enhancing crew performance

Develop and validate grouad-bsed models and/or analogs

4.1. APPROACH

4.1.1 Methodology. Over the next several decades, NASA will undertake
intensive planning for human space exploration missions. The success of
the NASA Space Human Factors Program will depend on the active
participation of discipline scientists from the intramural and academic
communities, the aerospace industry, and the international space community.
The Program, as being planned, is of considerable scope and breadth and
will contribute significantly to the development of the existing scientific

and technological knowledge base and the development of the advanced
requirements and technologies necessary to maintain and enhance human
safety, well-being, and productivity in space.

The Space Human Factors Program reflects a multifaceted approach to
understanding humans in the space environment, utilizing clinical,
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personality, social, behavioral, experimental, environmental, systems
engineering, and psychophysiological approaches. Approximately one-half
of the research funds allocated to the Space Human Factors Program is
granted to extramural researchers at universities located within the United
States. All research is reviewed for scientific merit and other criteria
by experts in the relevant areas. The research involves the collection of
qualitative and quantitative data and the development and testing of
behavioral and performance models through ground-based studies in
laboratories; analogs including the Antarctic and undersea habitat;
aviation; mock-ups; and simulations; and during flights on the KC-135
aircraft for parabolic flights, the Space Shuttle, and Space Station
Freedom when available.

4.1.2 NASA Unique Facilities. Unique resources at NASA's Johnson Space
Center (JSC) in Houston, Texas include the Anthropometry and Biomechanics
Laboratory (ABL), the Human-Computer Interaction Laboratory (HCIL), the
Graphics Analysis Facility (GRAF), and the Remote Operator Interaction
Laboratory (ROIL). Other facilities include a Shuttle simulation and
training facility, the Weightless Environment Training Facility (WETF),
which is a neutral buoyancy tank, and a KC-135 aircraft, that can provide
brief periods of weightlessness.

The Anthropometry and Biomechanics Lab (ABL) determines human
capabilities in altered gravity environments through the development of a
database of static and dynamic anthropometric and biomechanic data. Human
strength and motion data are used to develop techniques for performing work
in space. The ABL is equipped with state-of-the-art video motion
measurement equipment that allows simultaneous.collection and analysis of
physiological data such as electromyographs (EKG). The ABL also has force
dynamometers, which can be used in the KC-135 aircraft and in the WETF, and
has several force plates for measuring induced loads.

The Human-Computer Interaction Laboratory (HCIL) performs research
on the interactions between humans and computers and on the effectiveness
of advanced display and control technologies. It is equipped with a
variety of computer systems and prototyping software with which cognitive
and perceptual processes and information exchange between humans and
computers can be studied. The HCIL is staffed with resources for
developing cognitive models and is also equipped with video equipment to
conduct usability evaluations and to record and edit video protocols.

The Graphics Analysis Facility (GRAF) provides high fidelity,
three-dimensional, dynamic computer graphics modeling of the physical
environment, including the human body through computer programs named PLAID
and JACK. It predicts human-system interfaces by illustrating human
machine positioning, strength, and motion. The images produced by the GRAF
are used to analyze payload configurations, crew positions, and fields of
view such as payload deployment or movement through Space Station Freedom.

The Remote Operator Interaction Laboratory (ROIL) studies the human
interface to remotely operated equipment. It is equipped with two
six-degree-of-freedom manipulators, a camera/television switcher console
that allows the test conductor to control the images the operator sees, a
Datacube computer for image enhancement, and a system for integrating
controls and displays from a variety of outside sources.
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Fig. 8: The KC-135 aircraft enables researchers to test equipment and
theories in a weightless environment.

Specialized resources at NASA's Ames Research Center (ARC) in Moffett
Field, California include full-function cockpit simulators and space
station mock-ups in the Human Performance Research Laboratory and highly
sophisticated aeronautical flight and air traffic control simulators in the
Han-Vehicle Systems Research Facility. Other facilities at ARC include the
Virtual Interactive Environment Workstation Laboratory (VIEWS), the Spatial
Auditory Displays Laboratory, and the joint Army-NASA Aircrew/Aircraft
Integration Program (A31/MIDAS) Laboratory.

A fully functional Boeing 727-200 simulator is housed in the
Man-Vehicle Systems Research Facility. This full-motion simulator provides
a representative commercial air transport cockpit environment and provides
researchers with input regarding the pilot's perception of the operational
environment. It has a dedicated experimenter's control laboratory capable
of controlling and monitoring the simulator's operation and a
computer-generated visual scene system that provides 4 channel, 120 degree
field-of-view, out-the-window visual cues.

The Virtual Environment Facility (VIEWS) is a multi-sensory personal
simulator and telepresence device which enables greatly improved
situational awareness in complex spatial environments. The VIEWS
Laboratory consists of a wide-angle stereoscopic display unit, glove-like
devices for multiple degree-of-freedom tactile input, connected
speech-recognition technology, gesture-tracking devices, and
computer-graphic and video-image generation equipment. The facility
enables improved scientific visualization interfaces for exploration of
planetary surface data.
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Fig. 9: The full-motion Boeing 727 flight simulator at Ames Research
Center.

The Spatial Auditory Displays Laboratory consists of a 3-D sound
hardware system that places different radio communication streams to
separate virtual auditory positions around an individual. This laboratory
conducts research into the underlying perceptual principles of auditory
displays and the development of an advanced signal processor, emphasizing
the role of auditory cues as a critical channel of information in complex
spatial environments during periods of high visual workload or when visual
cues are limited, degraded, or absent. The laboratory is also used to
implement and test auditory display concepts that allow a pilot or
crewmember to immediately, accurately, and inexpensively monitor three
dimensional information, such as traffic location, through the use of
three-dimensional sound.

The A3I/MIDAS Laboratory uses MIDAS, a prototype human factors
computer-aided engineering system, to evaluate aspects of crewstation
design and operator task performance. MIDAS contains tools to describe the
operating environment, equipment, and mission of manned systems, which are
used to create static and dynamic models of human performance and behavior.
It provides design engineers and analysts with interactive symbolic,
analytic, and graphic components, which permit the early integration and
visualization of human engineering principles by using embedded models and
principles of human performance and behavior rather than by using human
subjects.

4.1.3 Spacefllght Opportunities. Several spaceflight activities are
currently underway or planned for national and international research in
human factors. Assessments of human factors aspec's of Shuttle mission
operations and crew performance began with the first dedicated space life
sciences mission, SLS-1, in 1991 and will continue to be conducted on
future Shuttle missions. A mental workload and performance experiment was
conducted in January 1992 onboard the International Microgravity Laboratory
1 (IML-1) mission. Human behavior and performance has been designated for
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the first time as a primary theme of a Shuttle mission, IML-2, which is
scheduled for flight in 1994. Human workload, performance, sleep, and
circadian rhythms will be comprehensively studied during that mission.
Rhesus monkey behavior and performance studies are proposed to be
investigated on SLS-3 and SLS-4, scheduled for flights in 1996 and 1998,
respectively.

Fig. 10: Cutaway view of the Space Shuttle Spacelab.

As part of the U.S. Congressional mandate focusing on the 1990s as
the "Decade of the Brain," a spacelab mission called Neurolab is being
planned for 1998. This mission, dedicated to research in the brain and
behavioral sciences, would provide access to the unique research
environment of spaceflight for basic and applied studies in both human and
animal brain and behavior research, and would- enhance United States
technological leadership and vitality in these fields. Neurolab would
allow NASA to further the development of brain and behavior research by
providing access to spaceflight to neuroscientists and behavioral
scientists in the U.S. academic, government, and industrial communities.

4.1.4 Interagency Cooperation. The NASA Space Human Factors Program is
proposing several interagency initiatives within the next decade. These
initiatives could include research conducted jointly with the National
Science Foundation (NSF) in the polar regions, and a collaborative project
with the National Oceanic and Atmospheric Administration (NOAA) in
undersea habitats. Interagency cooperation has also been initiated with
the U.S. Air Force to investigate such issues as crew workload and
performance in operational situations.

Under a Memorandum of Understanding between NASA and NSF, an
initiative has been developed to conduct joint human factors research in
the Arctic and Antarctic. Bases in Antarctica are an analog for extended
space exploration in that they are characterized by a high degree of
isolation and self-sufficiency, are located in an extremely rugged setting,
and are maintained over long periods of time. This initiative will
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stimulate research leading to an improved understanding of psychological,
behavioral, and physiological processes observed under extreme conditions.
Research in polar analogs could focus on cognition and performance, small
group interactions, stress and adaptation, and human physiology; and could
also provide for the development of new or improved data collection and
analyt!cal methods.

Fig. 11: The undersea habitat (left) and bases in Antarctica (right)
provide analogs for space research.

Cooperative projects are under discussion with NOAA to utilize the
undersea habitat, "Aquarius," as a model for a contained space environment
to study selected human factors, environmental health, and physiology
issues. In human factors, use of this facility could allow researchers to
investigate the effects of confinement on crew dynamics, automation, and
habitability. The undersea habitat could also serve as a model for
studying team dynamics associated with EVA-type activities in space.

4.1.5 NASA Specialized Center of Research and Training. In the 1990's,
NASA Life Sciences is intending to solicit proposals for an extramural NASA
Specialized Center of Research and Training (NSCORT) in human factors.
Funding for this Center is expected to be approximately one million dollars
per year for five years. The NSCORT will focus on ground-based research
to advance basic knowledge, provide a scientific knowledge base, and
generate effective strategies for solving specific problems within space
human factors. This NSCORT program will be established as an integral part
of the Life Sciences Division's Space Human Factors research plan, and will
be expected to further the United States' scholarship, skills, and
performance in space human factors and related scientific and technological
areas. It will also enhance the pool of research scientists and engineers
being trained to meet the challenges of the nation's commitment to prepare
for future human space exploration missions.

Lm•mm m m mm m m m mm
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4.1.6 International Cooperation. The NASA Life Sciences Program has
developed strong international cooperations. Joint Working Groups in life
sciences have been established between NASA and the Canadian Space Agency
(CSA); the French Space Agency, Centre Nationale d'Etudes Spatiales (CNES);
the European Space Agency (ESA); the German Space Agency, Deutsche Agentur
fir Raumfahrtangelegenheiten (DLR/DARA); the National Space Development
Agency (NASDA) of Japan; and the former Soviet Union. The Space Human
Factors Program is discussing a number of international collaborative
projects. With DLR/DARA, CNES, and ESA, NASA is developing both ground and
flight investigations in circadian rhythms, performance, and other human
factors issues. The Rhesus Research Facility, being developed jointly by
NASA and CNES, will investigate the influence of microgravity and other
spaceflight variables on primate behavior. Cooperation with the Russians
could include joint activities on Russian Cosmos biosatellites and on the
Mir space station.

4.2. CURRENT FUNDED RESEARCH

In response to NASA's programmatic needs, research is currently being
conducted in all space human factors areas within the space operating
envelope to determine the critical limits of performance -and develop design
requirements and procedures for the human in the space system.
Investigations are being conducted in the following areas: crew selection
and training, mission work analysis, sleep and circadian rhythms, workload,
small group dynamics, crew communication and coordination, crew
composition, automation and computer interaction, EVA glove development,
work station design, habitability, noise, stowage and deployment,
performance capabilities, perception and cognition, virtual environments,
and anthropometrics and biomechanics. A compilation of publications
resulting from research funded by the Space Human Factors Program over the
past 10 years has recently been published [Ref. 103].

4.2.1 Human-Operations. Dr. Schiflett of the Armstrong Laboratory, Brooks
Air Force Base, is preparing an experiment planned for the IML-2 Spacelab
mission. The experiment, which seeks to understand behavioral and
performance issues of crews working and living in space, will utilize six
tests from the Unified Tri-Service Cognitive Performance Assessment
Battery, accepted by the Department of Defense and NATO. These tests were
developed through standardized human performance testing based upon current
theoretical models of human performance, and were selected based on space
mission task analysis and the hypothesized effects of microgravity.
Experimental protocols will examine decision-making, information
processing, and perceptual-motor performance in microgravity. The primary
objective is identification of the effects of microgravity, separate from
those of fatigue and shifts in work/rest cycles, upon specific information
processing skills affecting performance.

Armstrong Laboratory at Brooks Air Force Base and JSC staff have alsc
begun a series of studies aimed at developing workload metrics foi
evaluating alternative system designs, quantifying the effects of partial-g
and other environmental stressors on human performance, and developing
computer models and simulations of human performance in space. This work,
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in conjunction with future studies, will serve as the foundation for
developing an integrated set of methodologies for the evaluation of human
performance and behavior in space.

Drs. Donchin and Kramer of the University of Illinois are examining
a number of workload measurement techniques for use in spaceflight. One
goal of the study is to identify which psychophysiological indices are
predictors of workload performance. Results dan then be used to determine
the proper allocation of responsibility among operators and automated
components of the system, assess the robustness of skill acquisition as a
function of workload during training, and predict performance of
crewmembers during high-pressure episodes of long-duration missions.

Evaluations of several operational factors are being conducted during
several STS missions by Ms. Adam at JSC. Stowage and deployment of
equipment, crewmember restraint techniques, and management of loose cables
in microgravity are being studied. In addition, evaluations of the effects
of the spaceflight environment on overall crew performance, activity
scheduling, and translation through the Shuttle-Spacelab transfer tunnel
are also being performed.

Sleep duration, sleep quality, and adequately designed work-rest
cycles are especially significant in the stressful and unique environment
of space where normal work-rest cycles are often shifted for mission
purposes. Dr. Czeisler of Harvard Medical School is investigating the use
of bright light in resetting the human biological clock. This research
involves exposing subjects to 10,000 lux illumination during 8-hour night
work shifts and comparing physiological parameters, such as body
temperature and plasma cortisol levels, and cognitive performance of test
subjects with those of individuals exposed to ordinary room light during
the same work shift. Results have shown that bright light treatment
adequately shifts these parameters and adapts these individuals to their
new work-rest cycle [Ref. 104]. These procedures are being used to shift
the work-rest schedules of crewmembers on selected shuttle missions (Ref.
17).

Dr. Monk of the University of Pittsburgh will conduct an experiment
on IML-2 on sleep, circadian rhythms, and performance in space. The study
will evaluate sleep using polysomnography and sleep diaries. Circadian
rhythms will be measured using body temperature, urine volume, and urinary
electrolyte and hormone concentration data. Mood and performance will be
assessed using subjective measures of global vigor, and through a
computer-based performance test. Separate analyses will be performed of
the two crew shifts, day-shift and night-shift, to study "shift work
adaptation" in addition to "time into mission" effects. This experiment
will show how circadian rhythms are altered in space; how this alteration
is correlated with sleep dysfunction and impairment in mood, vigilance, and
performance; and how a phase shift in the sleep-wake cycle in association
with spaceflight impacts the above parameters [Ref. 105].

Selection criteria are required to ensure crew coordination and
optimum crew performance in space. "Select-out" criteria, a process by
which unqualified individuals are removed from the applicant pool, are
already established. NASA is now working on the development and validation
of "select-in" criteria: identifying positive crewmember qualities, and
selecting for individuals possessing those traits. Researchers Dr. Rose
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of the MacArthur Foundation and Dr. Helmreich of the University of Texas
are investigating characteristics associated with personality and
individual and group performance measures among astronauts. Data are being
collected on psychological factors, including personality characteristics,
psychomotor coordination, verbal and spatial aptitude, and ratings on nine
job-related categories such as job knowledge, job performance, leadership,
and teamwork. Models are being developed and tested for performance of
semi-autonomous work teams. Preliminary results using NASA astronauts
indicate that peer and supervisor ratings provide a reasonable prediction
of performance (Ref. 106].

4.2.2 Human-Machine. Dr. Rudisill and the HCIL staff at JSC are currently
conducting research to improve the design of human-computer interfaces
during the use of computer-based medical procedures, with the goal of
enhancing the human decision-making process. Cognitive models are employed
to redesign the interfaces to medical procedures. Preliminary results have
shown that human recall of a procedure based on a cognitive modeled
interface results in superior performance, compared with traditional
medical procedural training [Ref. 107]. Future research will examine
human-computer interface issues, including explanation facility, time
consuming data input, trust and acceptance variables, terminology
diversity, and decision making errors.

Performance of crews during EVA is critical to mission success. Yet,
despite this key role, the gloves traditionally used by astronauts during
EVA are uncomfortable, lack dexterity, and result in crewmembers performing
extended EVAs with a limited ability to perform fine motor functions.
Research performed by Ms. Schentrup and Mr. Kosmo at JSC employs advanced
laser scanning techniques to develop EVA gloves with enhanced dexterity.
This improved measurement technique produces a numerical map of the hand,
which is then used to form the innermost layer of the glove. This approach
permits more accurate crewmember hand measurements, resulting in a more
comfortable, better fitting glove. This technique also leads to decreased
fabrication time, reduced overall glove production costs, and improved
glove configuration repeatability. This will enable crewmembers to perform
tasks in space more efficiently and comfortably [Ref. 108].

Dr. Wiener of the University of Miami is investigating the complex
issues associated with the interaction of human crews and automated
systems. The goal of this research is to understand, in a real-world
setting, how varying levels of automation impact both team performance and
group processes. The objectives of this research are to determine human
design requirements for automated systems and to develop protocols for
training users of automated systems. Analysis of a full-mission simulation
is being conducted, in which performance of air transport crews in a highly
automated aircraft (MD-88) was contrasted with similar performance in an
aircraft equipped with older technology (DC-9). This analysis includes
overall team performance, incidence of errors, workload ratings, dynamics
of group processes, and the factors that contribute to errors and high
workload. This line of research will be relevant to the design of missions
and the training of crews for extended spaceflight missions where onboard
automation will be necessary to supply the real-time informational support
presently provided from the ground (Ref. 109].
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Fig. 12: Laser scanning techniques create a computerized map of the hand
to aid in development of the EVA glove.

4.2.3 Human-Environment. Human factors evaluations of spacecraft
environmental conditions are being conducted by Ms. Adam of JSC during
several STS missions. Similar to human factors studies completed on
Skylab, the techniques used are non-intrusive with existing operations.
Specific objectives include evaluation of the effects of noise and
vibration on SLS-l crewmembers, communication, and mission objectives, and
evaluation of maintenance and lighting.

Dr. Stuster of ANACAPA Sciences Inc. is developing design guidelines
and operational recommendations concerning significant behavioral,
psychological, and sociological issues associated with long-duration space
missions from data from analogous conditions that are characterized by
extremely long durations, e.g., remote Antarctic research stations and
expeditions of research and discovery. Identifying performance measures
for remotely monitoring the psychological adjustment of crew personnel to
isolation and confinement is also part of this research. This work will
provide design guidelines and recommendations for equipment, habitability
requirements, and operational procedures to facilitate human performance
and productivity in isolated and confined habitats, such as interplanetary
spacecraft and lunar outposts [Ref. 110].

4.2.4 Human-Human. Dr. Holland of JSC is conducting research to improve
our understanding of intercultural crew factors and to identify compatible
crew characteristics for long-duration international missions. Research
is underway to identify factors that may be unique to the confined,
semiautonomous work/habitation environment of Space Station Freedom. In
particular, this project proposes to develop a knowledge base of
cross-cultural factors which shape the performance of work involved in
multinational space missions and to identify the inflight and ground work
tasks that can be optimized through cross-cultural training. Crew training
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approaches that optimize beneficial cultural differences and minimize
problematic ones are also under investigation, and procedures and protocols
to improve performance are being developed [Ref. 27].

Dr. Kanki of ARC is conducting crew factors research to understand
the design and management of the social, organizational, and task factors

that can affect crew productivity and well-being. Crew factors research
emphasizes crew coordination and communication, examining real
task-performing teams in operational environments that are analogous in
critical ways to space operations. This includes such harsh or stressful
environments as those encountered by aviation crews, undersea saturation
divers, and mountaineering teams, as well as larger teams that work in
complex, high-risk environments such as air and spacecraft maintenance and
launch control operations. Research tools for analyzing audio and video
tapes as well as interview and questionnaire techniques have been developed
for this research. This research will contribute to the development of
training protocols that can aid crews in reducing errors and in
coordinating activities for achieving higher group productivity. It also

contributes to the development of selection criteria related to group
functioning (Ref. 111].

Research being performed by Dr. Helmreich is aimed at isolating the
measurable aspects of personality that influence both individual and group
performance. Studies focus on personality, demographic variables, and
differences in task-related skills which characterize individuals in a
group. Studies of social inputs include such variables as group size and
group structure, including distribution of authority and tasks. Research
issues also include the selection of individual crewmembers and the
composition of crews to balance not only technical skills and specialty
expertise, but also to enhance performance-related compatibility among
crewmembers and leaders. The research has resulted in the development of

rating instruments to evaluate crew coordination and individual and team
performance of crews. In addition, decomposition and coding of behavior
across time was developed to capture central elements in interpersonal

communication and group processes that can be related to performance and
mission success. The final outcome of these research activities will be
the isolation of a group of personality constructs that relate to
performance [Ref. 112].

Organizational factors and team performance are being investigated
by Dr. Hackman of Harvard University. Data from airline crews are being
analyzed to understand team performance in the aerospace environment. This
research will provide data regarding the effects of organizational and
social influence on the performance of flight crews; the data will be used
to develop guidelines for design and operation of effective crews [Refs.
113, 114].

Team problem solving will be required during space missions to solve
problems for which no packaged solutions are available. Models of crew
performance are nesided as a foundation for training and design of
performance aids. Research performed by Dr. Orasanu of ARC has led to the
development of methods to characterize crew problem solving and
communication strategies (Ref. 1151. The focus of Dr. Orasanu's current
work is on interactional processes that mediate overall crew performance.

These include various aspects of communication, problem solving, decision
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making, and resource management. Variables that may influence these
processes include crew familiarity, crew size, leader personality, gender,
fatigue, and other stressors. The results of this work will advance the
development of principles for selecting and designing crews, guidelines for
preparing crews to cope with unforeseen problems in high stress
environments, techniques for resisting effects of stressors, and principles
for designing human-centered systems.

4.2.5 Behavioral Capabilities. Human performance in space includes the
completion of complex tasks, and knowledge of crewmember capabilities and
limitations during such operations is critical. Mr. Klute and the staff
of the ABL at JSC are documenting crewmember operational r~ach capability
in Shuttle flight suits under varying gravitational loads. Results from
these investigations will be used to evaluate the effect of increased
gravitational loads on reach capability, the impact of the current suit on
crew mobility, and the use of ground-based simulators to conduct realistic
inflight emergency training procedures. The ABL collects anthropometric
data on all astronaut candidates. A database of over 500 subjects from
this astronaut candidate population has been developed. The database is
continuing to be developed to include range of motion and strength
capability data. The ABL is conducting studies to quantify astronaut
impact on the spacecraft microgravity environment from push off loads and
exercising, as well as investigations to aid in determining the
effectiveness of exercise countermeasures. The ABL is also conducting
research to quantify crewmember operational reach and force transmission
capabilities under various environmental conditions, including comparing
the force transmission capability of high pressure space suit prototypes
with that of the current Shuttle EVA suit [Ref. 116]. Results from this
study will be used to design the next generation suit for exploration
missions.

Mr. Maida and the GRAF laboratory staff at JSC are developing
three-dimensional human models, which include data for reach, vision, body
mass, and center of mass, using both computed and measured data and the
computer models PLAID and JACK. Models will be used to conduct engineering
evaluations of human-machine interactions, spacecraft configurations,
viewing analysis, task performance scenarios, and anthropometric design
criteria. The goal of this research is to develop a validated full-motion
computer model of a human and the space environment. These data will
benefit design engineers and operation planners in assessing engineering
and human factors concerns for spacecraft design and operations [Ref. 117].

Because the vestibular system does not function normally in space,
astronauts are forced to rely more heavily on vision for controlling their
movements. Therefore a clear understanding of how humans use visual-motion
cues to estimate self-motion and depth is critical for anticipating the
deleterious effects of microgravity on performance. This fundamental
knovledge is also critical for designing visual displays and training
paradigms which may minimize or even counteract such effects. Drs. Stone
and Perrone of ARC have developed a model of human self-motion estimation
that is based on the known properties of motion sensitive neurons in the
primate brain (Ref. 118]. They are now using this model to generate
simulations of human perception under a number of sparse visual conditions

I.
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Fig. 13a: A computer model generated Fig. 13b: Corresponding photo-
by PLAID at JSC, showing a Shuttle graph taken in space shows
crewmember engaged in extravehicular PLAID's ability to realistically

activity, model on-orbit tasks.

similar to those encountered during EVA. They are also conducting human
psychophysiological experiments to quantify actual human performance in
heading and depth estimation tasks under the same sparse visual conditions.
Because their model is biologically based and will be psychophysiologically
validated, this research will lead to a better understanding of how the
human brain processes self-motion information, to the development of a
predictive tool for human performance in a host of aerospace environments,
and also to the design of more effective displays and visual interfaces for
aerospace environments.

Drs. Welch and Adelstein at ARC are using "virtual environments" to
examine questions about human perception and performance that would prove
either impossible or very difficult to test by means of "real-life"
physical environments. This research has four specific objectives: to
assess the usefulness of the virtual environment as a tool for the study
of perception and performance by examining selected experimental topics in
such environments and comparing the result to those obtained in analogous
physical environments; to identify the necessary and sufficient stimulus
conditions for creating virtual environments that are as functionally
similar to physical environments as possible, by directly comparing the
responses of subjects to virtual environments and to their physical
counterparts; to determine how operations can best use adaptation to
overcome the sensory and sensory-motor problems inherent in most virtual
environment systems; and to extend knowledge about human perception and
performance.

Drs. Rumbaugh and Washburn of Georgia State University are studying
rhesus monkeys to assess the effects of microgravity and spaceflight on
rhesus behavioral and psychological functioning. The behavioral and
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performance capabilities of rhesus monkeys parallel those of humans and
therefore provide important behavioral model data. An interactive,
computer-based testing paradigm has been developed that provides highly
motivating activity for the animals, while permitting assessment of their
psychomotor functioning, learning, attention, memory, perception, and
problem solving. The research will determine the degree to which these
performance measures correlate with and predict corresponding physiological
indices of adaptation to microgravity. It will also provide environmental
enrichment for the monkeys and continuously assess the psychological
well-being of rhesus monkeys maintained for spaceflight or ground-based

research [Ref. 119]. The ground-based data will form the foundation for
inflight assessment of basic task performance in rhesus monkeys planned for
the SLS-3 flight.

RHESUS RESEARch FACILrTY

RhESUS PROJECT HARDWARE

SYSTEM V

FRORSITING PERNME

AHESUS COMPARTMENT

Fig. 14: Diagram showing the facility to be used on the Space Shuttle to
study the rhesus monkey.

4.3. EARTH BENEFITS

Research and development activities sponsored by the NASA Space Human
Factors Program have been developed to ensure the safety and productivity
of humans in space. At the same time, they have resulted in spinoff
applications that improve the quality of life for humans on Earth. Certain
technologies, tools and techniques, systems, and programs that have been
developed for use in space have secondary applications that require little
or no change or that can be modified for a new use at a minimal cost. For
example, PLAID software has been made available to the Computer Software
Management and Information Center (COSMIC). This center, supported by NASA
in conjunction with the University of Georgia, makes software developed by
the government available to the private sector. PLAID can be used for a
variety of modeling and engineering tasks such as equipment design,
architectural layout, and traffic patterns. "Virtual environment" computer
graphics software is now being used commercially and allows the human
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operator to explore and interact with artificial environments. This
technology and its related systems can be used to create dynamic models of
communication networks, traffic control systems, and even recreational
games.

Research being conducted on circadian rhythms and the resetting of
the human biological clock has direct application to individuals
experiencing problems related to work schedules, to situations requiring
continuous operations, and to the alleviation of jet-lag difficulties.
Investigations into the learning and performance of rhesus monkeys have
resulted in technologies that have directly benefitted studies of acquired
brain damage and recovery of function in young children. Future space
human factors research is expected to provide a variety of advances in the
areas of psychological and medical health care, human resources, public
safety, housing, training, transportation, communications, recreation,
manufacturing and industrial worker productivity, environmental and
resource management, and human work and safety in remote, unusual, or
stressful conditions.

5. Summary

The human is a critical system element with unique capabilities and
limitations that need to be understood in order to integrate the human
elemen- into the complete space operating system. Optimal functioning and
perfor.ance of crews is critical for mission success. The human factors
discip±ine as applied to space seeks to provide an understanding of the
role of the human in the space operating system.

This chapter has outlined the key issues and the importance of human
factors in ensuring the lives and performance of humans in space and has
documented the existing knowledge gained from previous spaceflights and
selected analog environments. It has discussed the program that NASA has
developed to meet the challenge of extended duration missions and space
exploration. The NASA Space Human Factors Program has a two-part goal: to
understand the effects of the spaceflight environment on the psychology,
behavior, and performance of crewmembers, and to develop the requirements,
procedures, and protocols needed to enable safe, productive, and enhanced
crew performance in space.

Future missions in space will be milestones in the history of
humankind, accelerating science and technology and greatly expanding our
knowledge of our home planet, the solar system, and the universe. Research
and development sponsored by the Space Human Factors Program will not only
ensure the health, safety, and productivity of humans in space, but will
also lead to a better life for humans on Earth.
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Fig. 15: Human factors research on the human in space will help to
ensure a better life for humans on Earth.
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THE ARCING RATE FOR A HIGH VOLTAGE SOLAR ARRAY: THEORY AND EXPERIMENTS

D. E. HASTINGS
Dept of Aeronautics and Astronautics, MIT
Cambridge, MA 02139

ABSTRACT. All solar arrays have biased surfaces which can be exposed to
the space environment. It has been observed that when the array bias is
less than a few hundred volts negative, then the exposed conductive
surfaces may undergo arcing in the space plasma. Ground based and flight
experiments are reviewed, and common results are extracted. A theory for
arcing has been developed on these high voltage solar arrays which ascribes
the arcing to electric field runaway at the interface of the plasma,
conductor and solar cell dielectric. The theory is compared in detail to
the flight experiment and shown to give a reasonable explanation for the
data. Upcoming flight experiments to expand the arcing data base are
described.

1. Introduction

For missions in space there are a variety of possible choices for~power
generation. For short-time, low-energy uses, the best power systems are
electrochemical systems such as fuel cells. For long-term, low-energy uses
radioisotope systems provide reliable power. For missions within the orbit
of Mars, which lie in the range of 0.1 kW to 100 kW and have mission times
from tens of days to many years, the power system of choice is a solar
array. Historically, solar array systems in space have operated at low
voltage. For example, most satellites have a solar array bus voltage of
28 Volts. The required power is generated by adding low voltage solar cell
panels in parallel. However, future systems will require much higher
operating voltages from the solar arrays. This is for two reasons. The
first is that the resistive loss for a given power in the power
distribution system is smaller for high voltage than for high current. The
second related reason is that the mass of the power cables can be reduced
by distributing the power at high voltage rather than high current.
Proposed systems range from 160 Volts for the Space Station Freedom to
thousands of volts for orbit transfer vehicles using solar electric
propulsion.

The solar cells on an array usually have some part of the metallic
interconnector between cells or part of the semiconductor exposed to the
space environment. This is often by design since this allows the arrays
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to be flexible and to deal with the problem of thermal expansion when the
array enters and leaves eclipse. Even if all parts of the array are
initially covered with an insulator, the possibility of particulate strikes
in orbit will leave some parts of the interconnector or semiconductor
exposed to the space environment after a period of time. All surfaces of
any array which are exposed to the space environment and which can allow
the passage of some current will collect current from the space plasma.
In steady state the net current from the space plasma to the array and to
any part of the spacecraft surface that the array is electrically connected
with must be zero. This is the condition of no net charging and comes
directly from the Poisson equation and Ampere's law. Since the electron
mobility allows the electron random current flux to a spacecraft to be much
larger than the ion current, most of the area of the array and attached
conductive structure must collect ions so that the net current to the array
and spacecraft structure will be zero. Hence the normal situation for a
solar array electrically connected to a spacecraft will be for most of the
current collecting surfaces on the array to be negatively biased with
respect to space and therefore collect ions while the rest of the array
will be positively biased and collect electrons.

In this paper we shall concentrate on the interaction of the
negatively biased parts of a high voltage solar array with the space
environment. The term "high voltage" used here is an operational term
taken to mean that the array voltage is above a hundred volts so that some
part of the array will expose a bias less than -100 Volts to the space
environment.

High voltage solar arrays have been found to undergo two distinct
sets of interactions with the space environment above a given threshold
[Refs. 1,2,3]. It is found for the positively biased parts of the array
that the current collection from the space environment can be anomalously
large. For large voltages this can be a significant leakage power loss.
For the negatively biased parts of the array it is observed that below a
critical voltage, arc discharges occur on the solar array. These arc
discharges give rise to electromagnetic noise and may also damage the solar
cells [3]. Laboratory experiments where large arcs have been induced have
shown substantial damage around the arc location.

2. Review of Experimental Work

A review of the laboratory experiments with respect to arcing has been
given in Ref. [4]. Arcing in the experiments has been defined as a sudden
current pulse much larger than the ambient current collection and typically
lasting a few microseconds. The arcs are highly localized phenomena which
have been observed to occur at the edge of the coverglass. They are
sometimes, but not always, associated with the interconnector [Ref. 5].

Experimental work has been undertaken in ground based plasma chambers
[Refs. 6,7,8,9] as well as in two flight experiments, the plasma
interactions experiments I and II (FIX I and II) [Refs. 10,11]. The plasma
and neutral gas environments in the plasma chambers are typically Argon or
Nitrogen with a pressure range of 10-7 to 10-5 torr. The plasma density
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range is from 103 cm"3 to 106 cm- 3 . The ram energy of the ions is 5 eV
while the electron thermal energy (T,) is in the range 0.05 to 0.1 eV.

The experimental work suggests the following observations: firstly,
the key elements involved in the discharge process are the solar cell
coverglass, the metallic interconnect and the plasma environment. This can
be deduced from a set of experiments by Fujii et al [Ref. 9]. In their
experiments a metallic plate biased to highly negative voltages was exposed
to the plasma in a plasma tank. No arcing was observed except for very
large negative voltages where the arc took place to the substrate. The
plate was then partially covered with silica coverglasses. When actual
solar cells were used with coverglasses, the arcing results were
qualitatively similar. Secondly, there is a prebreakdown electron current
that flows away from the interconnect prior to a discharge. This electron
current was observed in the experiments of Fujii et al [Ref. 9] as well as
the experiments of Synder [Ref. 7]. Calculation of the electron
trajectories in the electric field of the interconnects indicate that the
electrons must be coming from the interconnect and not from the plasma
[Ref. 12].

The sequence of events associated with the arcing is the following:
if a conductor with an insulating coverglass attached is put into the
plasma and the conductor is initially not biased, then both the conductor
and coverglass accumulate a negative charge. This occurs since the
electrons are more easily collected than the ions. The final negative
potential achieved (V~S, -4TO) is such as to make the net electron flux
equal to the net ion flux. If the conductor is now biased to a large
negative potential, then the cover glass initially takes the same potential
as the conductor and then slowly returns to a slightly negative potential
with respect to the plasma. This is because ions are initially attracted
to the system and accumulate on the surface of the coverglass. The
potential drop between the conductor and the surface of the coverglass is
almost equal to the bias voltage (lvi) where C is the capacitance per unit
area Ai the coverglass. Below a certain voltage an electron current is
observed to flow from the conductor. Some of the electrons leaving the
interconnect strike the coverglass. There are two pieces of evidence which
support this observation. First, there is observed to be a potential
barrier over the interconnect [Ref. 3] which tends to keep the electrons
from escaping to space. Secondly, the surface potential of the coverglass
is observed to undergo frequent fluctuations towards negative potential
[Ref. 13). As the bias on the conductor becomes more negative, the
magnitude of the voltage fluctuations on the coverglass increases, and
below a critical voltage a discharge occurs from the '"iterconnect. The
discharge time is typically a few microseconds [Ref. 7], and once the
discharge occurs the surface charge on the coverglass is neutralized, and
the coverglass potential becomes the same as the conductor potential
[Ref. 7]. The sequence now repeats itself with the coverglass slowly
reaccumulating positive charge from the plasma.

The flight data from the PIX I and II experiments were taken at 900
km and show similar results to the ground based data. The current
collection to the interconnects was measured to scale linearly with the
voltage. There was substantial difference in the arc rate as compared to
the ground based data. The arc rate R was measured [Ref. 14] to scale as
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R - 4(T,1IZ/nýI2)Va (1)

where a = 3 for flight data and a = 5 for ground data. In Eq. 1 all
quantities with subscript i refer to ions. The ambient plasma density is
n, the ambient temperature is T and the mass of the ambient plasma
particles is m. The dependence of the arc rate on these quantities can be
explained as due to the recharging of the coverglass surface by the thermal
flux of ions. The thermal ion current scales as n,.(Tj 1/ 2/m"/2)r, 2 with a
sheath radius rs.

The voltage threshold appears to be of the order of -200 to -250
Volts in some ground based tests [Ref. 13] and -400 to -500 Volts in other
tests [Refs. 3,9]. It has been suggested that the voltage threshold
depends on the plasma density [Refs. 9,12], although the data range is not
large and the evidence for a density dependence is ambiguous. If it exists
it is very weak.

The results are shown in Fig. 1 along with the PIX-II ground
experiments as well as data from two other ground based experiments. The
results show that there does appear to be a threshold for arcing in the
range of -200 Volts. For the PIX-TI flight data it was found to be
independent of the number of biased segments. The results also show the
clear difference between the ground and flight data. This is due to
facility effects such as secondary electron emission from the tank walls
as well as the fact that the tank tests do not exactly simulate the orbital
conditions. Typically the ground based tests are done at higher pressure
and plasma density as well as in Argon or Nitrogen plasma as opposed to
Oxygen. In addition, in orbit the ions ram into the solar cell and can
therefore recharge the cells more rapidly than in the ground based
experiments where thermal ions are used.

Recently, well diagnosed experiments have been carried out which have
identified key factors contributing to the arcing of negatively biased high
voltage solar cells [Ref. 15]. These experiments have led to a reduction
of greater than a factor of 100 in the arc frequency of a single cell
following proper remediation procedures. The experiments naturally led to
and focussed upon the adhesive/encapsulant that is used to bond the
protective coverglass to the solar cell. An image intensified CCD camera
system recorded UV emission from the arc events which occurred exclusively
along the interfacial region, and showed a bead of encapsulant along this
entire edge. Elimination of this encapsulant bead reduced the arc
frequency by two orders of magnitude. Water contamination was identified
as a key contributor which enhances arcing of the encapsulated bead along
the solar cell edge. Spectrally resolved measurements of the observable
UV light showed a feature assignable to the OH (A-X) electronic emission
which is common for water contaminated discharges. Experiments in which
the solar cell temperature was raised to 85* showed -a reduced arcing
frequency, suggesting desorption of water. When the solar cell was exposem
to water vapor the arcing frequency increased with all other parameters
kept constant. Clean dry gases such as 02, N2 and Ar showed no enhancement
of the arcing rate. Elimination of the exposed encapsulant eliminated any
measurable sensitivity to the water vapor.

I
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Fig 1: Experimental data for ground and flight experiments.

3. Theory

Two theoretical ideas have been published to explain the arcing on high
voltage solar arrays. The first is in Ref. [12]. In this work it was
proposed that there is a thin layer of insulating contaminant over each of
the interconnects. Such contaminant could arise by exposure to air or be
created in the manufacturing process. Ions from the space plasma are
attracted by the negative potential on the interconnects. These ions
accumulate in the surface layer resulting in a buildup of electric field
in the layer. As the layer continues to charge, the internal field becomes
large enough to cause electron emission into the space plasma. This
electron current leads to subsequent heating and ionization in the layer.
This is what is seen as the discharge.

The second hypothesis was advanced in Ref. (4]. There it was
proposed that the prebreakdown current observed experimentally causes
neutral gas molecules to be desorbed from the sides of the coverglass over
the solar cells. These molecules build up over the interconnects, and
arcing occurs inside this surface gas layer as a flashover discharge. An
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expression for the voltage threshold was derived, and the scalings with the
gas and geometric properties were examined. The voltage threshold was
independent of the plasma density and depended strongly on the geometric
structure of the solar cell-interconnect connection.

In recent work, Cho and Hastings [Ref. 16] combined some of the ideas
from Refs. [12] and [4] and studied the charging of the region near the
plasma, dielectric and conductor interface (the triple junction). The
model system that they studied is shown in Fig. 2.

Q plasma/neutral gas

Ldielectric

conductor, potential *

arc

dielectric

conductor
Fig. 2: Model system of the high voltage solar array - plasma interaction

It consists of dielectric material placed on a negatively biased
conductor in a plasma environment. For a solar array, the dielectric
material corresponds to the coverglass and adhesive and the conductor
corresponds to the interconnect. The solar cell itself is neglected
because its thickness is small compared to the coverglass and adhesive and
because it is a semiconductor with a voltage drop across it of at most a
volt or two.
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Two types of charging mechanisms were considered. One was the
charging due to ions from outside the electric sheath surrounding the solar
arrays. Another was the charging due to electrons emitted from the
conductor surface by enchanced field electron emission (EFEE). These
charging processes were calculated by numerically integrating the particle
orbits around the solar cell under the electric field which was consistent
with the charging state of the dielectric material.

The numerical integration was done by a particle in cell simulation
code. A typical grid is shown in Fig. 3. It concentrates cells in the
vicinity of the dielectric-conductor-plasma interface (triple junction) so
it can be studied with high fidelity.

10.20 tr

III IH plate

PI a g l

- IIII IIIII triple
10.00 - II I junction

29.60 29.80 30.00

dielectric plate

Fig. 3: Small scale typical grid structure for calculations.

They found three major results:

A. The ambient ions charge the dielectric front surface to the
steady state potential = 5 V, where 5 eV is the kinetic energy of the
incoming ions with the orbital velocity in LEO. Therefore, at the steady
state given by the ion charging, a strong electric field of E = V/d is
created at the triple junction where V *is the bias potential on the
conductor, and d is the thickness of the dielectric.

B. After the electric field reaches the value of E - V/d at the
triple junction, if there is an emission site with a high field enhancement
factor A on the conductor surface near the triple junction, then electrons
can be emitted profusely and can charge the side surface. The functional
dependence of the current density on the electric field at the emission
site (E.) is
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j., .A(02E.*)exp(-.), (2)

where A and B are constants determined by work function of the surface 0"".
This charging due to enhanced field electron emission (EFEE) charges the
side of the dielectric positive and can therefore enhance the electric
field at the triple junction. It can develop very rapidly because of the
strong exponential dependence of the current on the electric field. When
the electric field doubles, the emission current increases by ten orders
of magnitude. This incident current can desorb a significant amount of
neutral gas from the surface and create a dense neutral cloud as high as
10l1 m- 3 over the surface. The electron current flowing through the neutral
cloud can lead to a discharge like a surface flashover. Even if there is
not a dense neutral cloud created over the dielectric, the electric field
just over the surface may increase to the point where dielectric breakdown
occurs in a thin layer along the side of the dielectric. For an initial
conductor voltage of 500 Volts across a coverglass of 150 microns, the
initial electric field imposed along the edge of the coverglass is 3.3 X
106 V/m. Typically, the coverglasses are held on with an adhesive which
can have a dielectric breakdown strength as low as 2 X 107 V/m. Hence the
electric field along the side of the coverglass only needs to be enhanced
by an order of magnitude for dielectric breakdown of the adhesive or
surface flashover of desorbed neutral gases to occur.

C. Once the charging time of the dielectric coverglass is known,
the arcing rate for a given solar array can be calculated assuming that it
takes a negligible amount of time for the ionization of neutral gases or
for dielectric breakdown to occur relative to the field buildup time. The
arcing rate is then defined as the inverse of the time which is necessary
to build up the electric field and charge the surface with ions. The time
between arcs is therefore given by

Tam = Tfe, + T1,, (3)

where Tfe is the charging time due to enchanced field emission electrons,

and 7k, is the charging time due to ions. In Ref. [16], the charging times
were calculated numerically using the particle in cell simulation.

4. Discussion

We now calculate the arc rate for the flight and ground based PIX II data
[Ref. 111. Ferguson (Ref. 14] calculated the arc rate for the PIX II
flight experiment by taking the probability that no arc occurs during the
experiment time of 7T - 16 sec. For a Poisson process, the probability

that no arc occurs during time T is P, - exp(-R7) where R is the rate at
which the random process is occurring. Therefore, calculating the

probability P0 and taking R - -*n(P 0 )/?, we can determine the true arc rate
R, and this should be independent of the experiment time. We use this
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procedure to calculate the arc rate numerically for the PIX II flight and
show the results in Fig. 1. The PIX II experiment was conducted with 456
2-cm x 2-cm solar cells. We divide the PIX II array surface into sections
of area 0.01 m and assume that arcs in the same section are all correlated
but uncorrelated between different sections. Since the power supply was
often shut down for more than 2 seconds in the flight experiment, it can
be assumed that ions charge up the front surface while the power supply
recovers. Therefore, the parameter AQ is between 10-12 and 10-1"C. For the
ground data, the experiment time of 1500 sec is chosen. Since there was
no problem of power supply recovery reported in the ground experiment, AQ
is assumed to be from 10-9 to 10-11 C. The emission site density is chosen
as n,5 - 1 X 105 m 2 with an exponential distribution of field enhancement
factors with average value 0o - 150 for the flight data and n., - 1 X 106

M-2, -o - 120 for the ground data. Since the samples used in the ground
experiment and the flight experiment were different, it is possible that
at the microscopic level the number of emission sites might be different.
The plasma conditions were chosen as n, - 6.3 X 109 M-3 and V5 1- 7.7 X 103

m/s of oxygen for the flight data and as n.- 2 X 1010 M-3 and T, - 1 eV of
argon for the ground data. The ground data and ground numerical .urve
shown in Fig. 1 have been normalized to the values at n, - 6.3 109m- and
Vim - 7.7 X 10 3m/s, assuming that the arc rate is proportional to the ion
flux neV1o,.

The results are shown in Fig. 1 as the numerical curves. They show
very good agreement with the data over the range the data exists. They
predict a threshold when the charging process is exponentially slow and
also predict a saturation for high voltages. The lower parts of the curves
occur when the enhanced field electron emission charging is the slowest
charging process in the system. The arc rate dependence on voltage here
is exponential and enables a threshold voltage to be defined with a small
uncertainty. The threshold voltage therefore can be defined as the voltage
at which the arc rate is decaying very rapidly. The upper parts of the arc
rate curves are dominated by the ion recharging time. This leads to the
decrease in the rate of change of the arc frequency as can be clearly seen
in the data. The fact that the arc rate scales-with the density for the
higher voltages can also be explained from the dominance of the ion
recharging time since this scales directly with the density. Finally, the
two theory curves show clearly the difference between the ground and flight
data and provide an explanation of the difference. The difference between
the two experiments occurred because the charge lost per event was
different as well as the microscopic emission parameters. The difference
in the charge lost affects the ion recharging time. The difference in the
microscopic emission parameters affects the time to build up the electric
field along the side surface.

From this good agreement between the theory and the experiment we can
deduce that the important elements of the arc formation are the presence
of a triple Junction, the geometry and secondary electron emission
properties of the side surface, the preparation and work functions of
imperfections on the interconnector or other biased surfaces, the physical
size of the solar cell module and the plasma density.
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4.1 SEMI-VACUUM GAS BREAKDOWN

The arc rate in the previous section is the rate for the electric field and
associated current to build up along the side of the dielectric. Once the
field and current become large enough, then several different possibilities
may occur. First, the current may just stop rising due to space charge
limitations. In this case, the current and field will eventually decay,
and all that would be observed is a nanosecond scale current pulse. This
has been observed in some experiments. Secondly, the electric field may
rise to the point that dielectric breakdown occurs of the adhesive near the
triple junction. Thirdly, if there is desorbed neutral gas near the triple
junction or enough ambient gas then a semi-vacuum gas breakdown may occur
over the surface. In this section we estimate the threshold voltage that
is necessary as a function of the neutral pressure, right over the surface,
in order for a semi-vacuum gas breakdown to occur. Thifi is motivated by
the clear experimental observation [Ref. 15] that neutral gas plays a role
in the arc process.

The neutral gas density over the surface is roughly estimated by
dividing the neutral desorption flux by the desorption speed of the neutral
particles. The desorption flux r, is given by r, - yj,/e if the neutrals
are desorbed due to electron bombardment, where y is the ESD yield which
is defined by the number of neutral particle desorbed by one incident
electron, and J, is the incident electron current. The ESD yields, y, are
seen between 0.01 and 0.1 for most materials, and the desorption speed of
the neutrals is 102 - 103 m/sec, depending on its mass and the surface
temperature. Since the electron current varies widely from 0 to 10 A/m2

or even higher [Ref. 16), the resulting neutral density also varies from
atmospheric (1025 m"3 ) to vacuum.

The length scale of the solar array discharge is d : 0.33mn if we take
it from the thickness of the coverglass. Host of our values of the product
pd (where p is the neutral gas pressure) fall into the region between
Townsend gas breakdown and the vacuum breakdown. Little is known about
this region compared to the other two regions. One possible explanation
for the gas breakdown in this region is that, if the gap distance d is
small enough, a prebreakdown electron current is emitted from the cathode
surface by field emission and the feedback effect at the cathode is
provided by field enhancement due to the space charge of the incoming ion
current. We consider gas breakdown at low pd based on this hypothesis.
For simplicity we consider a one-dimensional system filled with neutral gas
of a certain density n, with two biased electrodes but without any
dielectric material. We assume that the field is already enhanced to a
certain extent due to a whisker or dielectric impurity on the cathode
surface.

The breakdown voltage is calculated analytically by solving one-
dimensional equations with a simplified collision model. The results are
plotted in the form of a Paschen curve with the Paschen discharge data in
Fig. 4. The semi-vacuum breakdown voltage intersects with the Paschen
curve at P - 40Torr and V - 160volt. We also show the threshold voltage
determined by the charging time of the dielectric material.
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Breakdown Voltage vs Neutral Gas Pressure
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Fig. 4: Breakdown Voltage vs Neutral Gas Pressure.

A bias voltage below the threshold voltage cannot create a neutral
cloud of enough density to undergo arcing because the electron current
incident on the surface is too low. Therefore, when the bias voltage is
lower than this voltage, we will not see arcing. When the bias voltage is
higher than this threshold then arcing due to gas breakdown may occur
depending on the amount of gas absorbed in the surface of the dielectric.
This model clearly shows that the minimum voltage necessary for any gas
breakdown over the surface to occur is of the order of 200 Volts. That is,
high voltage systems biased with a smaller absolute value of the voltage
than this minimum will not arc by this mechanism under any circumstances.
This coincides with the observed experimental results.

4.2 MITIGATION STRATEGIES

The theory and experiments suggest that the key elements in the arc
discharges on high voltage solar arrays are the existence of a triple
junction, secondary electron emission from the dielectric, field
enhancement sites on the conductor and the presence of neutral gas.

This understanding suggests several possible mitigation strategies.
One obvious one is to hide the triple junction from the plasma. This could
be achieved by causing the coverglass to overhang substantially or by
completely encapsulating the conductor or semiconductor in a dielectric
coat. This strategy has the possible advantage that as the solar array
ages, it may develop cracks or suffer pinholes as a result of
micrometeorite strikes. The major effect is to increase the threshold
voltage by making the electric field charging time the dominant term over
a larger range of voltage. Another strategy is to change the secondary
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emission properties of the coverglass and adhesive. This could be done by
a simple doping procedure. If the secondary emission yield is reduced
below one, then a dramatic reduction in the arc rate will be achieved.
Finally, the reduction in the number of emission sites by cleaning up the
number of whiskers or adhesive filaments will cause the arc rate to drop
for no other changes in the plasma or geometry of the system (Ref. 15].
This can be realized by changes in the manufacturing process for making the
solar cells. The effect of this can be seen in Fig. 5. A dramatic drop
in the arc rate can be obtained by reducing the number of emission sites
by an order of magnitude.

El R V=500 beta=480 n-e=1.1e12

Arc Rates vs Number of Emission Sites
10 0 . . . . . . .. I . .. .
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0.01

0.0001 7

10-6.. . .. . .. . I

100 1000 10

Number of emission site

F•g. 5: Arc rate against number of emission sites for IVi - 500 volts,
B - 480 and n, - 1.1 x 1012
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5. Flight Experiments

A number of new flight experiments are currently under development. Japan
is developing the Space Flyer Unit (SFU) [Ref. 17], which is a reusable
free-flying space platform with eight integrated standardized payload
Units. The first flight of the SFU will be launched by the Japanese rocket
H-II in 1994 and retrieved by the U.S. Space Shuttle after six months of
operation. The High Voltage Solar Array (HVSA) experiment is one of the
payloads for the first flight of the SFU. A retractable membrane, based
on the concept of the "Miuraori" folding, will be deployed in space. Four
Solar Cell Modules (SCM) and an Electron Collector (EC) will be mounted on
the 2D array along the main mast. Each SCM will have 135 series-connected
solar cells, which will be 2 cm x 4 cm Silicon Back Surface Field and
Reflection (BSFR) types, so that the single SCM will output 65 V at open
voltage and 0.3 A of short circuit current under nominal conditions. The
HVSA experiment system will be able to generate 260-280 V with all four
modules connected in series. The maximum voltage will depend on the cell
temperature. The EC will electrically ground the power circuit of HVSA to
the ionosphere by passive collection of electrons. Table 1 lists the
speýcifications of the HVSA Experiment. The plasma density, temperature,
neutral pressure and the electromagnetic emission from the arcs will be
monitored on the SFU by a plasma diagnostics package.

Table 1: Description of HVSA Flight Experiment.

2D Array configuration Miura-ori folding triangle
natural frequency 3.4-m x 3.4-m 2 masts

0.427 Hz

solar cell 2-cm x 4-cm Si cell

Back Surface Field and Reflection
type 0.1 mm thick antireflection
coating and conductive coating

coverglass gold-plated Al
electron collector 260V max. 1.2A max. BOW max.

output power, voltage and current series-parallel connection of 4
solar cell modules

Two other flight experiments that are planned for the near future are
the Air Force Photovoltaic Array Space Power Plus Diagnostics experiment
(PASP PLUS) and the NASA Solar Array Module Plasma Interactions Experiment
(SAMPIE). PASP PLUS will be launched in 1993 on a Pegasus Launcher and
will go into a highly elliptical, highly inclined (70°) orbit. The on-
orbit lifetime is planned to be one year. The objectives of the experiment
are to study solar array high voltage arcing and leakage currents,
determine long term radiation degradation effects and to flight qualify
advanced array designs. The experiment will carry eleven different array
technologies and sixteen electrically isolated segments. The technologies
that will be tested include different sizes, materials, mechanical mounting
structure, energy conversion efficiencies and resistance to radiation
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damage. In contrast to the HVSA experiment, where the bias will be
generated by the solar cells themselves, in PASP PLUS the cells will be
biased by an on-board power supply from -500 Volts to + 500 Volts. The
highly inclined orbit will allow the study of the high voltage solar cells
interacting with the aurora.

SAMPIE is manifested for 1994 and will specifically study the arcing
characteristics of standard silicon cells, Space-Station-design large
silicon cells and very thin flexible silicon cells. Several arc mitigation
strategies will be tested including the use of dielectric coatings and
geometric modifications to the coverglasses. The ambient plasma parameters
will be monitored. The arrays will be biased from -600 Volts to +600
Volts. An extensive program of ground tests is planned before the
experiment in order to calibrate the data.

Each of the three flight experiments will add new information to the
high voltage solar array arcing database. The HVSA and PASP PLUS
experiments will study the arcing phenomena over an extended period of on
orbit operation. The HVSA experiment will be the first to use the array
voltage itself rather than a power supply (which has to be protected). The
PASP PLUS experiment will essentially test all the currently planned solar
array technologies for the next twenty years. The SAMPLE experiment will
explore specific arc mitigation strategies.

6. Conclusions

The need for increasing power on board space systems implies that high
voltage solar arrays will be considered as future sources of power. High
voltage solar arrays are known to have several interactions with the space
plasma environment. One that has received a great deal of attention has
been the issue of arcing on high voltage solar arrays.

Detailed experiments indicate the importance of the dielectric,
plasma interface with particular emphasis on the adhesive. A theoretical
analysis has been developed based on the idea of the arcs being driven by
electric field runaway at this interface. From this field runaway time'and
the ion charging time of the coverglass surface, it is possible to derive
an arc rate. This expression depends on the surface preparation, the
dielectric conductor geometry, the plasma density and other parameters and
explains the data well. The experiments also show the importance of
neutral gas, particularly water, in the discharge process. A theory based
on the idea of semi-vacuum gas breakdown of this neutral gas gives a
threshold voltage which coincides well with the measurements. Based on the
theory and experiments, it is possible to construct specific arc mitigation
strategies.

Future flight missions are currently being planned to explore the
long term arcing problem as well as examine a wide range of solar cells and
mitigation strategies.
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ADVANCED SPACE PHOTOVOLTAIC TECHNOLOGY

D. J. FLOOD
National Aeronautics and
Space Administration
Lewis Research Center
Cleveland, Ohio 44135

1. Introduction

Solar arrays have been the predominate power sources in space for over
thirty years, beginning with the launch of the first U.S. solar powered
sdtellite in 1958 [Ref. 1]. Since that time, hundreds of kilowatts of
solar power have been placed in orbit on commercial, civilian and military
satellites, and small arrays have been transported and left behind on the
surfaces of the Moon and Mara. At least one photovoltaic array has been
in orbit for nearly two decades, and is still functional [Ref. 2). Solar

cell efficiencies on the earliest arrays were low, typically around 10%,
and much had to be learned about the survivability of solar cells in the
space environment. Enormous progress has been made since 1958, both in our
understanding of the fundamental mechanisms which limit solar cell
efficiency and lifetime, and in our ability to turn that understanding irkto

real system improvements. In the pages that follow we will describe the
technologies presently being pursued by the National Aeronautics and Space
Administration to develop advanced solar cells and arrays, and discuss
briefly the improved system capabilities which should result.

1.1. SPACE PHOTOVOLTAIC POWER SYSTEM DESCRIPTION

Figure 1 contains a block diagram of a complete photovoltaic power system.

As can be seen, it is comprised of a number of subsystem elements, one of
which is the solar array. As shown in Fig. 2, the array itself is a set
of subsystems, with the result that designing and building just the solar
array, let alone the entire satellite power system, rtquires an
interdisciplinary, well-coordinated effort. We shall touch briefly on some
of the important aspects of advanced array technology in sectLon 4. The
primary focus of the rest of the paper will be on advanced space solar cell
research and development.

There are two figures of merit that are used to measure the
performance of a space solar array, as well as the entire power system:
power per unit mass in watts/kilogram (W/kg), and power per unit area in
watts/sq. meter (W/Sq.M). These are referred to simply as specific power
and area power density, respectively. The inverses of these quantities are
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also often used, and are known as specific mass (kg/Kw), and specific area
(Sq.M/Kw). Typical values for state-of-the-art (SOA) space solar arrays,
using silicon solar cells mounted on rigid panels, are 30 to 40 W/kg and
90 to 110 W/Sq.M at the start of the mission, or beginning-of-life (BOL).
The end-of-life (EOL) values for any given array are dependent on mission
time and location. Chief among the factors affecting the ratio of EOL to
BOL are radiation damage to the solar cells, followed by mechanical and
electrical degradation of the cells, interconnections and array components
from other environmental effects, such as plasma interactions and thermal
cycling. Elimination, or at least substantial mitigation, of such effects
is at the heart of all space photovoltaic device and system research and
development efforts.

1.2. SPACE POWER SYSTEM APPLICATIONS AND REQUIREMENTS

Table 1 lists the broad mission categories into which the NASA program is
roughly divided, some qualitative estimates of the power levels required
for each, and the primary attributes any sort of power system must have if
it is to be considered for use on such missions. The desired attributes
are listed in relative priority order for each mission class, with the
caveat that detailed trade studies are required to establish the proper
ordering of priorities for any given mission. It is clear, however, that

low mass and long lifetime are important power system technology drivers
in virtually ,.1 potential space missions. Power system cost and size have
greater or lesser importance depending on the mission objectives and
operational environment (orbital, planetary surface, interplanetary, deep
space, etc). For example, low total cross-sectional area is a critical
attribute for the space station, because of the drag produced by the
residual atmospheric density in the low altitude orbits in which it will
fly [Ref. 3]. In this case, the array has an important effect on the total
life cycle cost of the mission, because it directly affects the amount, and
hence the cost, of constantly providing fuel to maintain the space station

Table 1. NASA Space Mission Categories

Mission subset Power level System attributes

Unmanned near earth (LEO. HEO, Low to intermediate Low mass,
GEO) and planetary long life
applications

Space station High Minimum area,
low mass,

low cost

GEO platform Intermediate Long life,
low mass

Lunar base, manned planetary Intermediate to high Low mass.
portability.

long life

Electric propulsion orbit High Reusability.
transfer (OTV) Tinimum area,

low mass
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at its proper altitude. Such considerations do not apply to a mission to
the lunar surface, however. In that case, although total area may be
important because of other factors such as ease of construction and
deployment, it will not be a primary driver in selecting a particular
technology for the mission. Specific power and resistance to proton
radiation damage from solar flares will certainly be among the more
important factors for selecting a lunar surface solar array technology.

1.3. SPACE SOLAR CELL AND ARRAY TECHNOLOGY DRIVERS

The most important specific technology drivers for advanced space solar
cells which derive from the attributes described above are high efficiency
and lifetime, with mass and cost of secondary importance. The principle
reason is that the solar cells constitute a relatively lesser fraction of
the total mass and cost of a system, while their efficiency and usable
lifetime are major determinants of the balance-of-system (BOS) mass and
cost. Cell efficiency determines array area, which in turn determines
array mass. Array lifetime is mission-specific, and is loosely defined to
be leigth of time the array operates before its output power has fallen to
a level below that needed to operate the satellite (or surface system)
reliably. In general, array lifetimes are determined by the rates at which
solar cell electrical output degrades, assuming that the mechanical aspects
of the cell and array have been properly engineered to withstand thermal
cycling, vibration, and other operational and environmental effects. The
chief cause of electrical degradation is bombardment of the cell by
constituents of the natural charged particle radiation environment. The
ability of a solar cell to operate while, or having been, subjected to such
bombardment is a measure of the radiation resistance of the cell. It is
measured by determining the ratio of the output power (P) remaining after
absorbing a given dose of radiation to the initial output power (P.)
determined prior to such exposure (P/Po). The extent to which a solar cell
is radiation resistant depends on many factors: the material from which
it is made (i.e., silicon, gallium arsenide, indium phosphide, etc.), its
actual device structure, and its ability to anneal (or be annealed) as the
damage occurs. We shall discuss the mechanisms involved in creating
radiation damage in solar cells, and attempts to reduce it or eliminate it
altogether, in section 3 when we discuss the various solar cell materials
and structures now in use or under development.

2. Space Solar Cell Performance Verification

Proper design of a space photovoltaic power systems depends critically on
* the ability to accurately predict the performance of its component solar

cells in the space environment. Given the inconvenience and cost of
actually measuring solar cell performance in space, the usual procedure is
to perform such measurements in the laboratory using a xenon arc lamp as
a solar simulator. Figure 3 contains a plot of the solar spectrum outside
the earth's atmosphere, known as the Air Mass Zero (AMO) spectrum, and that
of a typical xenon arc lamp. The figure also contains a plot of the
terrestrial solar spectrum taken at solar noon (Air Mass 1, or AMl), under
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Fig. 3. Solar spectral irradience.

i prescribed conditions of atmospheric clarity and moisture content. The

( differences between the terrestrial spectrum and the AM0 spectrum are too
iigreat, and too variable because of uncontrollable meteorological

conditions, to allow use of the former in predicting space solar cell
Sperformance with confidence. The match between the xenon arc lamp spectral

intensity distribution and that of the AM0 spectrum is much better, and the
differences are repeatable and easily accounted for. Nonetheless, as will
be shown in the next section, considerable care must still be exercised
when using laboratory solar simulator measurement results to predict AM0
performance values.

2.1. LABORATORY HEASUREME TECHNIQUES

The first step in the procedure is to obtain a "Standard cell," the total
output of which has actually been measured in the AO spectrum. The output
of this "standard cell" is then used as a reference against which to adjust
the intensity of the solar simulator. The proper simulator intensity is
reached when the reference cell has the same output as obtained in the AM0
spectrum. Before the measurement of the "unknown" cell can proceed,
however, it is also necessary to determine the spectral response of both
the standard cell and the unknown cell to make certain that they are
closely matched. The spectral response of a solar cell is simply its
absolute output under uniform illumination by a series of monochromatic
light sources with precisely known intensities, and with wavelengths that
span the AM0 spectrum. This latter step is required because, although
relatively well matched, the xenon arc lamp spectrum and the AM0 spectrum
do have important differences, most notably in the longer wavelength region
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where the typical solar simulator spectrum has several large spikes;
differences also exist in the short wavelength region, where the AMO
spectrum is somewhat more intense than that of the simulator. If a
reference cell which has a very strong spectral response at the shorter
wavelengths and a relatively weaker response at the longer wavelengths is
used to set the simulator output, the resulting spectrum will be "red-
rich", with an artificially high intensity in the long wavelength region.
The cell to be tested has the opposite trend in its spectral response,
i.e., strong in the red and weaker in the blue; when it is placed in the
same beam it will appear to have a higher output than it should. The
difference can amount to several percent, depending on the degree of
spectra response mismatch between the cells. The opposite condition can
also occur, giving lower values for the unknown cell as well.

The net result of the above is that it becomes necessary to maintain
a large "library" of AMO calibrated solar cells of all sorts, with as many
different types of spectral response as can be obtained. The problem is
compounded because the radiation damage caused by charged particle
bombardment affects the spectral response-matched standard cells in the
library for each different material and structure as are likely to be
encountered.

2.2. AMO CALIBRATION TECHNIQUES

The need for large numbers of standard cells cannot be met by actual space
flight calibration measurements, both because of the limited access to, and
the cost of, even the simplest space missions. An alternative is to make
the required measurements at very high altitudes, where the atmospheric
attenuation is a very small correction, and the results are unaffected by
water vapor or other meteorological conditions. The measurements are made
using either a high altitude balloon or a high altitude aircraft [Refs. 4,
51. Because the aircraft measurements are made at altitudes below 50,000
feet, a small correction must be made for the light absorbed by the
ozone in the residual atmosphere above that altitude. The full I-V
characteristics of the cells can, however, be measured under precisely
controlled temperature conditions. On the other hand, while altitudes
approaching 100,000 feet can be reached for the balloon measurements,
essentially eliminating the need for atmospheric corrections, measurements
are restricted only to a determination of the cell's output near its short
circuit operating condition. In addition, the measurements are not made
under controlled temperature conditions. The temperature at which the
measurements are made is determined, however, and a correction made to the
data to provide cell output current at the standard reporting condition of
25C. Both techniques give results that are in essential agreement with
each other, and both have been used to build up the library of standard
cells that NASA uses to make accurate laboratory measurements.

3. Advanced Space Solar Cells

Silicon solar cell arrays are still the primary sources of power for U.S.,
European and Japanese satellites. Although specialized improvements
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continue to ,be made in silicon solar cells for space applications,
resulting in improved performance and reduced cost, they will not be
discussed in- this paper. The space silicon solar cell is considered a
"mature technology", in which improvements are routinely accomplished by
commerdial vendors by implementing advanced fabrication techniques and cell
designs into the manufacturing process. Our understanding of the
fundamentals of high efficiency operation and radiation resistance in
silicon solar cells is essentially complete [Refs. 6, 7, 8]. The same
cannot be said for the advanced cell types and materials currently being
investigated, however. Table 2 lists several advanced solar cell types
that are of interest for use on planar arrays in high natural charged
particle, radiation environments, along with the data for commerQial silicon
cells. The laboratory efficiencies quoted for all cell types in the table
are for 2 cm x 2 cm cells except where noted. The expected date of
availability in each case is a subjective estimate of the time required to
move the technology from the laboratory R&D phase through a successful
demonstration on a pilot production line, with the very important caveat
that R&D funding levels do not constrain any efforts to do so. Given
sufficient 'funding for a subsequent manufacturing technology program,
modest yields of cells with efficiencies at or near their laboratory values
could be achieved in commercial production within a year or two of the
dates listed.

Table 2. Advanced Planar Space Solar Cell Technology Status.
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3.1. GALLIUM ARSENIDE SPACE SOLAR CELLS

Although our understanding of gallium arsenide space solar cells is not as
complete as our understanding of silicon cells, it is good enough that a
GaAs cell with a simple p/n structure for use on space arrays is now
commercially available (Ref 9]. What is lacking is the same depth of
knowledge, as now exists for silicon at the microscopic level, of the
effects on cell performance from unwanted material imperfections and
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impurities, particularly with regard to radiation damage degradation.
Theoretical analysis predicts small, but still significant, differences in
the performance of p/n and n/p cells prior to and after radiation damage
[Refs. 10, 11]. Such differences have not always been observed in
practice, in part because material quality and fabrication techniques are
not fully under control, and in part because theoretical models still need
better data on key electronic and material properties.

Despite the present limits in our understanding of state-of-the-art
GaAs solar cells, the fact remains that they are more efficient than
silicon cells. Figure 4 contains a plot of the ideal AMO conversion
efficiencies of solar cells made from various materials with differing
bandgaps [Ref. 12]. The calculation assumes the cells to be operating
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Fig. 4: Ideal efficiency for space solar cells in the air mass zero
spectrum.

under ideal conditions, with no losses from material defects or
unpassivated surface states taken into account, and therefore represents
a simplified upper limit estimate of efficiency. The presence of a maximum
in the curve is easily understood. For very low bandgap cells, most of the
incoming solar energy is at energies well above that of the cell bandgap.

* Hence large numbers of electrons are excited from the valence band into
unfilled states well above the conduction band minimum. They quickly
interact with the semiconductor lattice, yield their excess energy as heat,
and settle into the unfilled states at the bottom of the conduction band.
The amount of energy lost to heat compared to that available to do work in
an external circuit may be easily exceed 75X - 80% of the total incident
energy for the low bandgap cells of technological interest for space
applications, typically 0.5 eV or higher. (Clearly a cell with a
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vanishing, but not zero, bandgap will lose most of the energy from the
absorbed photons to heat.) At the other end of the spectrum, cells with
a bandgap energy higher than that of most of the incoming photons will
simply not absorb any of them, again resulting in no net energy conversion.
The exact position of the efficiency maximum depends on the shape of the
spectral intensity distribution and the cell's operating temperature. For
thq ideal cell structure (i.e., with no other loss mechanisms) the maximum
in the AMO spectrum occurs for a bandgap of about 1.55 eV.

Laboratory efficiencies of 22.5%, which are very close to the values
predicted in Fig. 4, have been attained in GaAs cells to dateo[Ref. 13].
It is important to note that efficiencies can be higher than the "ideal"
values predicted by Fig. 4 because the calculation does not include any
refinements to the basic solar cell structure which can enhance its
performance. Refinements include such things as back qurface fields,
minority carrier mirrors, textured surfaces, light trapping geometries,
etc., {Ref. 14]. Efficiencies exceeding 20% have been observed in
carefully fabricated silicon cells [Ref. 15], significantly above the value
predicted by the curve in Fig. 4. Similar results can be expected for GaAs
cells with appropriate enhancements. An issue that arises, however, is the
radiation resistance of cells that include efficiency enhancing features.
Results obtained to date consistently indicate that the enhancements are
strongly affected by radiation damage, so that cell output quickly degrades
to values typical of "ordinary" cells at the higher accumulated fluences
of charged particle radiation [Ref. 16].

In general, GaAs cells have four major advantages for space
application when compared to silicon solar cells. They are (1) higher
efficiency, as explained above; (2) higher temperature operation because
of its higher bandgap; (3) higher radiation resistance; and (4) the
potential for lower mass. Figures 5a and 5b illustrate items 1-3 above.
Figure 5a shows the relative radiation damage degradation of silicon and

101
J. -- cc

. . -I . , -I , . J

?1W ino 2 e. 2 m"

Fig. 5a: Normalized efficiencies of Si Fig. 5b: Comparison of Si and
and GaAs solar cells after 1 MeV GaAs under 2 MeV proton

a electron irradiation, irradiation.

GaAs cells under 1 MeV electron irradiation under standard laboratory
measurement conditions. Figure 5b shows similar behavior under proton
irradiation for two different temperatures, 22C and 60C. The lower
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temperature is close to the laboratory standard temperature of 25C, while
the higher temperature is typical of actual operating temperatures on
orbit. There is no longer debate about the relative superiority of GaAs

over Si. The issue is now primarily the cost of GaAs cells, which,
although higher at the cell level, has been shown to be comparable at the
array level when the array will operate in a significant radiation
environment (Ref. 9], such as is encountered in a geosynchronous or polar
orbit.

The last, somewhat surprising advantage, given the much higher
density.of GaAs compared to Si, derives from the fact that 100% optical
absorption is achieved in less than 5 microns of GaAs, while a nearly 300
micron thickness is requirea in silicon. High efficiency GaAs cells less
than 6 microns thick, mounted on the underside of a standard space solar
cell glass cover, have been demonstrated in planar and concentrator cell
configurationn [Ref. 17]. The potential for lower mass exists at both the
cell level, as just described, and at the array level, as. discussed in
section 1. State-of-the-art rigid panel array masses are lower for the
"Standard" GaAs cell configuration, i.e, a 6 micron active layer on a 200
micron thick GaAs substrate, than for silicon cells at the same array
output power. The recently developed, and now commercially available, GaAs
cell on a 75 micron thick germanium substrate [Ref. 18] makes GaAs all the
more advantageous at the array level. Costs are lower than the "standard"
GaAs cell, and the device is substantially more rugged [Ref. 9]. It is
expected that GaAs cells will be used with increasing frequency as
performance requirements on space power systems become more and more
demanding.

3.2. INDIUM PHOSPHIDE SPACE SOLAR CELLS

While the radiation resistance of GaAs is significantly better than that
in standard (i.e, 300 micron thick) Si cells, the advantage disappears when
GaAs is compared to thin silicon cells. The data are shown in Fig. 6,
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Fig. 6: Normalized output of GaAs and thin silicon solar cells after 1 MeV
electron irradiation.

where the relative performances of both cell types are shown. The silicon
cells in this case are 62 microns thick, and are designed for use on the
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newer, lightweight solar arrays that are currently under development by
NASA [Ref. 19]. Advanced array technology will be discussed in more detail
in the next section. The primary difference is that the lightweight arrays
do not have rigid panels made from aluminum honeycomb, but instead have
panels made from a thin polyimide sheet, such as Kapton. The aluminum
honeycomb panels provide a significant amount of protection from the
charged particle radiation that is incident on the backside of the array,
while the thin polyimide panels do not. The thin silicon cells provide a
trade-off between absolute efficiency and radiation resistance by providing
less power than standard Si cells at BOL, but degrading less [Ref. 20].
Hence the absolute EOL efficienci z- of the two silicon cell types are
comparable. Both are substa ally Lower than GaAs cells, but the impact
is far different. Unlike situation with rigid panels, the cells
account for a larger fraction o. the total lightweight array mass than they
do on the former. Because of the similar radiation resistance behavior,
the absolute EOL specific power of a flexible array is higher with the thin
silicon cells than with any of the GaAs cell types, except the stand-alone
6 micron cell. (The latter is still not yet a commercial device, and needs
"a substantial manufacturing technology development program to bring it to
"a viable commercial readiness.)

Improvement of the EOL specific power of such arrays requires the
development of cells with significantly better radiation resistance than
either GaAs or thin silicon, provided they also have one of two other
characteristics: extreme lightweight, or efficiencies comparable to GaAs
(i.e, at least 20% AMO). Candidates in the former category are the thin
film cells such as amorphous silicon and copper indium diselenide, which
shall be discussed in a later section. In the latter category, only single
crystal solar cells have exhibited the requisite high efficiencies. What
is required is the demonstration of high radiation resistance. Figure 7
is a plot of the relative efficiency degradation of InP solar cells as a
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Fig. 7: Effect of 1 MeV electron fluence on InP, GaAs and Si solar cell
normalized efficiencies.

function of 1 MeV electron irradiation. The normalized curves for GaAs and
thin (62 micron) single crystal silicon are shown as well. Figure 8
contains the same sort of data for 10 MeV proton irradiations. The
superior radiation resistance of InP is clearly evident. The room
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Fig. 8: 10 MeV proton radiation damage for GaAs and InP cells.

temperature bandgap of InP is 1.35 eV. From the plot in Fig. 4, it would
appear that InP cells can be expected to have an AMO efficiency comparable
to that of GaAs cells. Efficiencies in excess of 19% AMO have been
demonstrated in laboratory devices [Ref. 21]. On this basis, the absolute
EOL efficiency of InP will significantly exceed that of both Si and GaAs.

Figure 9 contains a plot of the normalized maximum power of heavily
irradiated InP solar cells as a function of annealing temperature. The
cells were produced by a closed tube diffusion process [Ref. 22]. Cells
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Fig. 9: Thermal annealing of 1 MeV electron damage in InP solar cells.

of this sort have already flow in space [Refs. 22, 23] and have exhibited
outstanding radiation resistance [Ref. 24], as shown in Fig. 10. Although
InP is somewhat less dense than GaAs, and needs only a 4 micron thick
active layer, the cells are still significantly heavier than the 62 micron
Si cell. To realize their full potential, InP cells need to be fakricated
either on a silicon substrate, or as a stand alone thin cell, as has been
described above for GaAs. Several studies have attempted to determine the
optimum structure for InP cells for space application [Refs. 24-29].
Historically, interest developed in the n/p structure first, and the
highest efficiency achieved thus far has been achieved in that structure.
Some of the studies indicate, however, that the p/n cell may have a
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Fig. 10: On-orbit performance of InP solar cells.

slightly higher efficiency. That possibility, coupled with interest in
growing InP directly on silicon substrates, makes the p/n structure the one
of choice for future development. The p/n structure is favored for
heteroepitaxial growth because n-type autodoping by silicon from the

substrate occurs in the adjacent InP layer during the OMCVD growth. If the
first layer is p-type, a p/n diode is formed which seriously degrades the
performance of the cell [Ref. 30]. If the first layer is n-type, the
autodoping may actually enhance the output of the cell in much the same
manner as doping density gradients have been shown to work in silicon cells
[Ref. 31].

Recent laboratory data has shown that the amount of degradation
produced by 10 MeV protons is equivalent to that created by 1 MeV electrons
at a fluence 650 times greater than the proton fluence [Ref. 32]. This
compares to 3500 for silicon and 1000 for gallium arsenide [Ref. 33].
Moreover, 1 MeV electron radiation damaged InP solar cells appear to anneal
significantly from minority carrier injection under forward bias (such as
in normal operation in sunlight), as shown in Fig. 11 [Ref. 34]. This
result may explain the lack of degradation shown in Fig. 10, and adds to
the potential for little or no degradation of such cells on orbit.

An analysis of array performance under the orbital conditions
anticipated for the Earth Observing Satellite (EOS) mission has been
completed by Bailey, et al, [Ref. 35]. The study examined use of a
heteroepitaxial InP solar cell, (5 micron thick InP active layer on 55
micron silicon substrates, with 50 micron thick coverglasses), on the
baseline EOS array [Ref. 36]. The results show that significant array mass
savings of more than 10% can accrue. Reducing the substrate and coverglass
to a total of 20 microns or less is a next logical step for analysis, and
comparison. The calculation did not include any self-annealing effects,
which would also add significantly to the weight saved, and would be
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Fig. 11: Light-induced annealing in InP solar cells.

particularly applicable to electron-dominated orbits where the annealing
appears to be most effective. Even so, use of the InP cell with its higher
radiation resistance increases the EOS array specific power by more than
10%, and reduces array size by nearly 40%, compared to the baseline silicon
cell presently planned for use.

Figure 12 contains a comparison of the projected lifetime of thin Si
cells, GaAs cells, and InP cells in GEO. The comparison is made at the
point where the accumulated fluence of 1 MeV electrons is projected to
cause a 15% degradation in power for all three cells. The number of years
in orbit was calculated by using the GEO equivalent fluence for silicon and
must be taken as a caveat, since the true equivalent fluence is not yet
known for InP. Nonetheless, the comparison is striking. InP cells offer
the possibility of more than 30 year array lifetimes in GEO, with array
specific powers well in excess of 300 W/kg.

Figure 13 provides an indication of what a future advanced InP based
cell may include. The structure shown there is a monolithic, two junction
cell which has the potential to be less than 10 microns thick. Analysis
of two junction solar cells in the AMO spectrum by Fan, et al [Ref. 37]
indicate such as device could have an efficiency approaching 30% AMO. If
the same sort of radiation damage resistance and annealing is found to be
the case for such a device as is observed for InP cells, the possibility
to achieve 30 year lifetimes in arrays with specific powers approaching 500
W/kg may become a reality. A device structure of the sort shown in Fig.
13 has been fabricated by Shen and co-workers [Ref. 38], but no AMO
efficiency data are available. Clearly, a great deal of work must be
accomplished to determine the feasibility of achieving such performance,
but the payoff in terms of radical advances in array specific power and
satellite lifetime would be enormous.
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Fig. 13: InP/InGaAs monolithic, dual bandgap solar cell.

3.3. THIN FILM CELLS FOR SPACE APPLICATION

It has been axiomatic that high efficiency is the chief attribute
sought in photovoltaic space power systems by mission planners, given that
key reliability requirements are met first. The reasons for requiring high
efficiency vary, and are dependent on both mission environment and array
configuration. The usual result is that array size is restricted, placing
a premium on cell efficiency. The area may be restricted because the array
is body mounted, or, for deployable arrays, because onboard fuel storage
is limited. The amount of fuel iqe important becalise of the need for
momentum management and/or drag make-up (depending on the orbit), and
strongly affects the on-orbit lifetime of tht satellite. Other attributes
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such as radiation resistance, low mass and thermal cycle survivability have
a greater or lessor degree of importance, depending on specific mission
requirements.

Future mission requirements may well cause the traditional relative
priorities of efficiency, radiation damage and mass to change, particularly
as interest in establishing an infrastructure to support manned missions
to the surface of the Moon and Mars grows. Power systems for surface
operations place a new emphasis on low mass and transportability, or
stowability, for the solar arrays. An additional element of the
infrastructure required to support such missions is likely to be a system
of cargo vehicles using electric propulsion. The contending power sources
are solar arrays and nuclear reactors. Given the large power requirements
expected, the end of life (EOL) specific power of the arrays becomes a
dominant concern. Some early estimates are that EOL specific power must
exceed 100 W/kg for at least one round trip from LEO to beyond the van
Allen belts and back. The choices of LEO parking orbit and dwell time
become critical in determining the most appropriate cell and array
technologies to consider, and it now appears that system studies must trade
ultrahigh EOL specific power carefully with array area when seeking to
achieve optimum mission capability.

Included in Fig. 4 is an indication of the range of bandgaps for
amorphous silicon cells, and their presently observed efficiencies. For
the more well developed cells, such as Si and GaAs, observed efficiencies
are very close to the predicted values. AM0 efficiencies obtained thus far
for all the thin film cell types fall well below those values. The primary
reason is that there are additional sources of efficiency loss because of
the structural disorder of the material. It is not yet known if the
efficiencies of these non-crystalline thin film cells will approach the
values represented by the idealized calculation.

Although the thin film cells do not appear able to achieve
efficiencies that compete with advanced, single crystal solar cells, they
offer the potential for extremely high specific powers and low cost
manufacturing techniques. The key technology issue is direct, monolithic
fabrication of the cells and interconnects on space qualified, flexible
substrates. There are at present three thin film cells of interest:
amorphous silicon (a-Si), copper indium diselenide (CIS), and cadmium
telluride (CdTe). Of these, only amorphous silicon has been fabricated
appreciable quantity on flexible substrates of any sort. Materials used
with various degrees of success include thin stainless steel and polyester
sheet [Ref. 39], polyethylene terepthalate [Ref. 40] and polyimide (Kapton)
[Refs. 41, 42]. Even though thin, the stainless steel substrate is still
too heavy to yield high specific power arrays and is not of further
interest in this discussion. Of the non metallic substrates, only the
polyimide (Kapton) has been used in space solar arrays and has been shown
to avoid degradation from the intense ultraviolet light in the AMO
spectrum. Efficiencies of comparable cell structures on stainless steel
and polyethyene substrates are essentially the same, and comparable to
those achieved on glass, the substrate most commonly used for terrestrial
applications. Efficiencies of cells on Kapton are somewhat less than on

glass or stainless steel, although efforts to develop structures on Kapton
are most recent than on the other materials.

- _ _ _ _ _ _ _ _
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Fig. 14: Flexible amorphous silicon solar cell pilot production.

There are a large number of possible structures for a-Si solar cells,
and not all of them have been fabricated on each of the flexible
substrates. In fact, because of the large number of different cell types
based on amorphous silicon, care must be exercised when comparing their
efficiency and radiation resistance. Many reports of high radiation
resistance came from measurements made on early, low efficiency cells,
primarily single gap, single junction structures. Table 3 illustrates the
situation. There is as yet little or no data on the radiation resistance
of the more advanced, higher efficiency a-Si solar cell structures.

The inherent thinness of the active layers of single bandgap, single
or tandem junction a-Si cells, coupled with the fact that minority carrier
transport is dominated by electric field drift rather than diffusion,
contributes in large measure to their observed high radiation resistance.
However, higher efficiency structures will be thicker, since they are
multiple bandgap structures that require more layers. The newer materials
that will comprise the additional layers have not undergone extensive
radiation damage testing, with the result that there is considerable
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Table 3. Status of Thin Film Solar Celles for Space Applications.
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uncertainty about the degree of radiation resistance to expect from these
cells.

For the sake of brevity, not all of the possible a-Si cell types are
listed in the table, nor are all the individual substrates types
differentiated (rigid substrates include both stainless steel and glass
sheet, e.g), while only the results for cells on Kapton are included in the
flexible substrate category. The very long term goal is to achieve a
monolithic,multiple bandgap (triple junction, triple gap) 18% AMO efficient
cell on a flexible substrate with radiation resistance equal to or better
than the best high efficiency single crystal cells. Clearly such a goal
is ambitious. The payoff will be an ultralightweight solar array blanket
with the potential for an EOL specific power (after an equivalent fluence
of 1E17 1 MeV electrons/sq. cm) in excess of 1000 W/kg, and EOL area power
densities above 150 W/sq. m.

We do not have space to discuss thi problem in a-Si known as the
Staebler-Wronski effect [Ref. 431, except to say that cell structures have
recently been demonstrated in which it is limited to a 10% loss of power,
compared to earlier values approaching 40% [Ref. 44]. Since it appears
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advantageous to have thin active layers in the cell to limit both Staebler-
Wronski degradation and radiation damage, it is reasonable to expect that
the multiple bandgap structure has a good chance of demonstrating excellent
performance on both accounts.

Figure 14 shows an emerging section of a 50 micron thick, 33 cm wide
Kapton ribbon that has been processed into a series of 30 cm x 30 cm
amorphous silicon solar cell submodules in a roll-to-roll process. The
cell structure produced is shown in Fig. 15. AMO efficiencies approaching
5% have been achieved with the structure, although not as yet in the
continuous processing technique [Ref. 45]. In a second approach, a Kapton
film is laminated onto a thin stainless steel sheet and processed with the
same techniques used to deposit and process a-Si directly on the stainless
steel [Ref. 46]. After cell fabrication and interconnection are complete,
the stainless steel is etched away, leaving a complete submodule in the
form of a flexible, lightweight blanket. There are no radiation damage
test results available for either submodule type. Although this work is
very preliminary in nature, it does establish the feasibility of producing
large area, monolithically fabricated, flexible amorphous silicon solar
cells on Kapton. The next challenge is to fabricate tandem cells with
efficiencies comparable to those achieved on glass substrates, followed by
development of a suitable high efficiency cascade thin film solar cells.
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Fig. 15: Structure of flexible amorphous silicon solar cell.

CIS (CuInSe 2) cells on flexible, non metallic substrates have only
recently begun to be investigated by NASA at the time of this writing, with
the result that there is essentially no data to report. A related effort
to deposit CIS cells on this metal foils has been reported [Ref. 47], but
again, no efficiency or radiation damage data are available at this time.
Radiation damage studies on CIS cells deposited on conventional glass
substrates have shown superior resistance to 1 MeV electron radiation
compared to the best single crystal cells of any type [Ref. 48], and good
resistance to proton radiation damage [Ref. 49], as indicated Table 3.
There is no reported work on deposition on flexible substrates for any of
the remaining cells listed in Table 1. They are included here because they
offer the potential for higher efficiency than CIS cells, with the
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possibility that they could be incorporated in monolithically integrated,
flexible, thin film submodules.

3.4. MULTIPLE BANDGAP SPACE SOLAR CELLS

No attempt will be made to summarize all the multiple bandgap solar cell
types that have potential for space application. Candidates range from two
Junction, mechanically stacked, two or four terminal devices to
monolithically grown three Junction structures with a variety of
interconnect configurations. They can be combinations of thin film and
single crystal devices, and can be designed for either planar or
concentrator operation. The key point is that there have been rapid and
significant advances in the technology for producing such cells (Refs. 50,
51, 52, 53].

The ability to accurately measure the performance of multiple bandgap
cells, however, has only recently begun to be addressed [Ref. 54]. Work
recently performed at NASA's Lewis Research Center has clearly shown the
need for extreme care with 1BG cell measurements. Results of experiments
performed in the NASA high altitude aircraft to obtain the full I-V curve
and the temperature dependence of NBG cells at low air mass show
conclusively that conventional laboratory techniques will be misleading
[Ref. 55]. Figure 16 illustrates the point. The variation with
temperature of the bandgap of the upper cell has a major effect on overall
device efficiency, as does the spectral content of the incident light used
in the testing. Conventional laboratory simulators are often too rich in
the red region of their output spectrum, and can give misleading (usually
high) values for the NBG device efficiency. Measurement of the correct
temperature dependence of such cells in the incorrect spectrum is virtually
impossible. Until more advanced laboratory light sources are available,
high altitude measurement of the full I-V characteristic and temperature
dependence of the test device will be the only way to obtain correct
results.
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Fig. 16: Al1GaAsa/GaAs9 tandem solar cell short circuit current measurement.
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Although multiple bandgap cells with up to three junctions are
feasible, the gain in efficiency over two junction devices does not appear
to justify the complexity in fabrication that appears necessary. For that
reason, more attention has been paid to two junction devices. An issue not
yet settled is which of two fundamentally different types of two junction
cells is preferable for space application: monolithically grown cells or
mechanically stacked cells. In the first case, the devices are most likely
to have two terminals for interconnection to other cells on an array.
Three, and even four terminal configurations are possible, with a great
deal more complexity required in fabrication. In the second case, the
devices are most likely to have four terminals, although again, two or
three terminal configurations are possible, also with more difficulty in
fabrication. From a practical standpoint, array designers have
traditionally preferred two terminals; three or four terminals will
increase the complexity of the interconnect design and wiring harness on
the solar array. On the other hand, the monolithically grown cell will
exhibit more radiation degradation than the four terminal device [Ref. 56],
and has more stringent conditions on the selection of bandgaps to maximize
its efficiency [Ref. 37]. As we shall see in the next section, the use of
two junction, four terminal, mechanically stacked cells may actually be an
advantage in concentrator arrays. The array configuration does not make
it difficult to use new wiring harness designs, so that a unique voltage-
matched interconnection scheme becomes possible.

4. Advanced Space Solar Array Technology

4.1. FLEXIBLE, LIGHTWEIGHT PLANAR ARRAYS

Currently flying solar arrays are essentially of two types: body mounted
(i.e., the cells are attached directly to the body of the spacecraft); and
a deployable rigid panel design, such as on the Skylab. Rigid panel arrays
can be comprised of several panels hinged together, and can reach power
levels of 10 to 20.kilowatts. The specific power is typically in the range
from 20 to 30 W/kg at BOL. Such arrays grow rapidly in mass as they grow
in power level, with the result that spacecraft momentum management becomes
difficult. For that reason an alternative deployable array type has been
developed which uses thin, flexible panels made of polyimide. The version
under development by NASA is known as the Advanced Photovoltaic Solar
Array, or APSA, as mentioned previously [Ref. 19]. Using the 62 micron
silicon solar cell described above, the specific power at BOL exceeds 130
W/kg, about 4 times the best value for rigid arrays. The area power
density is the same, since it is a function primarily of cell efficiency,
although array design can affect it as well. Figure 17 shows a prototype
1 kilowatt wing undergoing tests for simulated zero gravity deployment.

A key feature of this sort of array design is that about half the
total mass goes into the storage container, the mast, and the deployment
system (motors, etc.). In general, these components do not change
significantly as the array size changes from one or two kilowatts to over
10 kilowatts, with the result that array specific power actually grows by
about 50% as the power grows to that level (Ref. 57]. As array power
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Fig. 17: Advanced Photovoltaic Solar Array (APSA) prototype ground
deployment test and demonstrations.

increases beyond that, the specific power remains essentially constant, as
it does for rigid arrays. It is this feature that makes this array
technology so attractive for all future missions requiring both increased
power and reduced mass.

4.2. ADVANCED CONCENTRATOR ARRAY TECHNOLOGY

Figure 18 shows a 36 element submodule of an advanced space concentrator
array concept now under development by NASA. A schematic of the basic
conversion element is shown in Fig. 19. It consists of a unique,
lightweight domed fresnel lens [Ref. 58] mounted over a high efficiency
concentrator cell. The cell can be a single junction, two terminal cell,
or a multiple bandgap cell with multiple terminals. This sort of
technology transparency is one of the key features of the design; the
second is the potential for low cost. The latter derives from the fact
that concentrator arrays require a greatly reduced area to be covered by
expensive semiconductor devices compared to planar arrays of the same
output. An equivalent area must be covered by the lenses, but they are
made inexpensively out of low cost materials.

The panel shown is designed for operation at a nominal 1OOX
concentration ratio. Because the concentrator cell covers less than 5
percent of the panel area for the submodule shown, there is sufficient room
on the panel to allow for innovative interconnection and wiring harness

I
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Fig. 18: Early prototype concentrator module with minidome lenses.
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Fig. 19: Schematic diagram of concentrator lens/cell element.

designs to be used without any impact on the area power density, as would
be the case for a typical planar array, such as the APSA. As a result, a
mechanically stacked two junction cell, such as the 30% GaAs/GaSb device
developed by Fraas, et al [Ref. 59] can be interconnected in a voltage-
matched configuration [Ibid] rather than in a simple series (two terminal)
or parallel (four terminal). Voltage matched interconnection is made
possible because the operating voltage for GaAs is about three times higher
than for GaSb. Hence, three GaSb cells can be connected in series with
each other, and the series string can be placed in parallel with one GaAs
cell. An immediate consequence is that the effects of higher operating
temperature and radiation damage are not as severe as they would be for a
two terminal device, and wiring design complexity is greatly reduced. This
basic wiring scheme can be repeated until all the cells on the array are
interconnected.
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Table 4 provides a comparison of the estimated array parameters
obtained when GaAs and GaAs/GaSb concentrator cells are used for
conversion. The potential exists for significant gains in area power
density with this technology compared to state-of-the-art rigid or flexible
planar silicon solar arrays, with specific powers comparable to the
baseline APSA (i.e., with 62 micron silicon cells).

Table 4. Advanced Kinidome Lens Concentrator Arrayy Characteristics.

Ga&" TurnS.. adIqlnso b"ial•

Con W",@ Ga&P Ga&s + con
CAO~l.d " 259C).p 113+8-010

OeM lmt• Impetue, 0e Ni N md
Ce eadiesbelow"o•, i ec~n so "
CA1 . ." (op/-o) inpeua). pa~
La (X..9,, pe tem
Paikhn hit.. paseSnl"M•brno h/kWbrp p-ssuml 20 °.
Ane 111-1 sI. posn is 25
Pu' damft ('Wtum') P-06 so 36paul o k h/u ) 2.4 2.4

As- - (kg/=- )1 U
I fedis pm.. w/i jy" IUS n

*Cun4 p (1* iAm omnsd Mi) pumM AU0, 25 C.
bWlb addie of am*- lemd m enmgind

The submodule shown in Fig. 18 has been designed to maintain
essentially full output when the array is pointed off axis by up to ±1
degree. The pointing accuracy tolerance can be increased up to ±4 degrees
with very little impact on array power. As shown in Fig. 20, on-axis array
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Fig. 20: Variation of concentrator cell efficiency with pointing error
tolerance as a parameter.
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maximum power will decrease by less than 4% when the pointing accuracy
tolerance is increased to ±4 degrees. A 12 element submodule incorporating
± 2 degree pointing accuracy tolerance and the GaAs/GaSb tandem
concentrator cell is currently under development for a flight test in early
1993, as part of a broader evaluation of space environmental effects on
advanced solar cell and array technology [Ref. 60]. The flight test will
determine the performance of a variety of advanced solar cell and array
technologies in orbit. The data are expected to be useful not only for
evaluating advanced array technology, but also for establishing acceptable
levels for solar array operating voltages for a range of near earth orbits.

5. Conclusion

A wide variety of potential space solar cell technologies are beginning to
emerge, ranging from ultra lightweight, flexible thin film submodules to
advanced, high efficiency concentrator arrays using multiple bandgap solar
cells. Blanket BOL specific powers exceeding 1000 W/Kg are now feasible,
with only modest advances in thin film efficiency. The radiation
resistance of future space solar cells may be such that array lifetimes may
be extended by at least a factor of 3. Concentrator array BOL power
densities exceeding 300 W/sq.m. are also possible, with specific powers
competitive with current lightweight array technology.
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A BRIEF OVERVIEW OF ELECTRODYNAMIC TETHERS
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Cambridge, MA 02139 USA

1. Introduction

Tethers in space can be used for a wide variety of applications such as
power generation, propulsion, remote atmospheric sensing, momentum transfer
for orbital maneuvers, micro-gravity experimentation, and artificial
gravity generation. These are only a few of the host of uses that have
been envisioned and proposed for many years. In general, a tether is a
long cable (even up to 100 km or more) that connects two or more spacecraft
or scientific packages. Electrodynamic tethers are conducting wires that
can be either insulated (in part or in whole) or bare, and that make use
of an ambient magnetic field to induce a voltage drop across their length.
The induced voltage is given by [vxB-LI, where v is the relative velocity
to the ambient plasma (the orbital velocity less the earth's rotational
speed), B is the geomagnetic field strength (2-6xlO-5 T), and L is the
length of the tether. For a 20 kA tether in low earth orbit (LEO), this
voltage would generally fluctuate between 1500 to 5300 volts open circuit,
depending on the orbital inclination. If a current is allowed to circulate
through the tether and a load, substantial power on the order of 15-30 kW
can be generated. However, this power is generated at the cost of orbital
energy. Hence an electrodynamic force IILxBI, on the order of a few
newtons, is exerted on the tether, lowering the orbit. On the other hand,
with a sufficiently large power supply onboard the spacecraft, the
direction of the current can be reversed and the tether becomes a thruster,
raising its orbital height. Thus a spacecraft can use an electrodynamic
tether system as a pure power generator (with a small rocket to
periodically make-up for the drag), as a pure thruster, or in a combination
of both roles.
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2. History

The history of the concept of space tethers is traced out in an interesting
summary by Grossi [Ref. 1], from which a few highlights will be drawn. The
origin of tethers is placed during the last century when the Russian
astronautics pioneer Kostantin Tsiolkovsky conceiveo of an "Orbital Tower"
in 1895. His concept was a huge Eiffel Tower-like cable structure that
would reach geosynchronous heights from the Earth's surface and could be
used as a means for launching space flights. The next mention of tethers
appeared in a Sunday edition of Pravda in 1960. Based on Tsiolkovsky's
idea, Y.N. Artsutanov proposed a "Heavenly Funicular" which was a satellite
in Geosynchronous Earth Orbit (GEO) with two long cables: one upwards, and
one downwards towards the Earth's surface. These concepts captured the
imagination of the famous science-fiction author Authur Clarke, who wrote
an article in 1963 entitle, "Space Elevator". He also published the first
novel containing long orbiting tethers, The Fountain of Paradise in 1979.
On the more "academic" side, R.D. Moore proposed a "Geomagnetic Thruster"
in 1966. This device was a conducting wire terminated at both ends by
plasma contactors, the first true electrodynamic tether. Another
innovative idea appeared in 1969. To reduce the transmitter power
requirements of geostationary communications satellites, A. Collar and J.
Flower proposed "A (Relatively) Low Altitude 24 Hour Satellite". This
concept used a tether that extended down from a satellite in GEO to a
transmitting subsatellite in LEO. Many other variations of these concepts
followed, but a notable one was H. Alfvdn's "Solar Wind Engine" in 1972.
Alfvdn proposed a 500 km superconducting cable, terminated with ion and
electron emitters, that would utilize the solar magnetic field for
propulsion. Meanwhile, in the experimental arena, the first tether
experiments were conducted during the Gemini Program in the 1960's and were
aimed at exploring the dynamics of tethered space vehicles.

The years 1972-3 saw the dawn of the Shuttle-borne tether era. M.
Grossi and his colleagues at the Smithsonian Astrophysical Observatory
(SAO), proposed using a tether as an orbiting ULF/ELF antenna to be carried
on the Space Shuttle. Since then, much theoretical work has been done on
tethers and the subject has grown substantially, culminating in the
formation of a joint US-Italian space program with the goal of developing
a Tethered Satellite System (TSS) to be operated from the Shuttle [Ref. 2].
The TSS program plans to launch the first tethered satellite TSS-l, a 20
km upwardly deployed conducting tether. TSS-l will explore some basic
dynamic, control, and electrodynamic issues and flew during 1992. A second
program, TSS-2, will follow a couple of years later and will consist of a
100 km non-conducting tether deployed downward. This mission's objective
is to conduct experiments mainly related to upper atmospheric physics.

3. General Principles of Operation

Consider a tether in LEO as in Fig. 1. For prograde low inclination
orbits, the velocity vector (v) of the vertically orientated tether points
eastwardly, and is almost perpendicular to the magnetic field lines (B)
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which run south to north. Charged particles in the tether will experience
a force given by the Lorentz relation,

F - q(E + vx ) (1)

where 9 is the ambient electric field of the LEO plasma which is very small
and will therefore be neglected. Hence the motional electric field v x 3
induces an EMF given by,

Vind f v x B-dl (2a)
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where dl is an element of length along the tether. Strictly speaking, the
velocity v is the relative velocity of the tether to the ambient plasma
that is co-rotating with the earth. However, the rotational speed of the
earth is small compared to the orbital velocity of the tether, and usually
v is taken to be the orbital velocity. In most cases, the tether is
assumed to be straight so the induced voltage becomes,

Vild - Iv x BLI (2b)

where L is the length of the tether. If current is allowed to flow through
the tether, the electromagnetic force on the tether will be,

Sf I dl x B (3a)

or when the tether is assumed rigid,

Fm - LI x B (3b)

The direction of the current will determine the direction of the force,
whether it will be a thrusting force, or a drag force. For an upwards (or
downwards) deployed tether, if the current flows up (away from the earth),
power is generated at the cost of orbital energy since the electromagnetic
force is anti-parallel to the direction of motion. On the other hand, if
a power supply large enough to reverse the induced EMF drives the current
down, the electromagnetic force vector acts parallel to the direction of
motion. Of course, these directions are reversed for retro-grade orbits.

In an electrodynamic tether, the current that flows is actually the
electrons that are collected from the ambient ionospheric plasma.
Electrons are drawn in on one end of the tether, and are ejected out the
other, the particular end depending on whether the tether is thrusting or
generating power. The end of the tether that must collect electrons and/or
eject ions is called the anode. The other end that ejects electrons and/or
collects ions is called the cathode. Paramount to this process of current
flow are two important issues. One is the ionospheric resistance to a
current flowing through it. The other is the actual ability for the
collecting end of the tether to collect the electrons with little voltage
loss. The electron emitting end does not seem to pose a large problem
since space tests have demonstrated that large currents can be ejected with
little voltage drop.

The ionospheric impedance is actually due to a complicated
electromagnetic phenomena. Analogous to a ship creating waves as it moves
through the water, a moving conductor through a plasma generates
electromagnetic waves. These waves dissipate energy with some effective
resistance, called the radiation impedance, which has been examined in some
detail [Refs. 3,4]. It has been found that radiation is emitted in three
distinct bands, the Alfvdn, lower hybrid, and upper hybrid bands. For a
long tether, the lower hybrid band is of most significance and the
impedance is highly dependent on the ambient ionospheric conditions, i.e.,
the electron density which varies considerably over an orbit. The
impedance is also a strong function of the dimensions of the collecting
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ends of the tether system: the impedance is inversely proportional to the
diameter. There is still some controversy over the impedances that will
be encountered by long tether systems, but it is strongly believed that the
order of magnitude will be around 10-20 ohms.

Research is still actively going on to investigate means of electron
collection and the underlying physical processes. Several different
options exist for electron collaction such as a passive large surface (like
a balloon), a passive grid, a plasma, or a light ion emitter. The most
promising of these devices is the plasma contactor. The ambient electron
density in low earth orbit (LEO) is rather low (1010-I2 m-3 ), so to collect
the required current requires a very large surface area (-100-1000 m2 for
1 amp). Instead of using a large physical area, plasma contactors create
a plasma cloud that expands out and collects ambient electrons while
emitting ions. It is important to note that these contactors operate by
ejecting fully or partially ionized gas. For a device using argon, the
mass flow rate is about 13 kg/yr/amp. A recently proposed method for
electron collection [Ref. 5], is to leave part of the tether bare, i.e.,
to have only part or the whole of the conducting wire uninsulated. For a
20 km tether, up to ten kilometers, which represents a rather large area,
will be positive to the plasma and can collect electrons. The inherent

advantage of this scheme is the absence of the mass and complexity of a
collecting contactor.

In the strict sense, the picture of electron emission and collection
into the ionosphere as a DC phenomenon is not entirely correct. Electrons
emitted and collected are constrained to travel along the magnetic field
lines, or flux tubes which can be thought of as parallel transmission
lines. These transmission lines are excited as the tether ends contact
them, hence the phenomenon is fundamentally AC. However, since the
magnetic field lines in reality form a continuous media, the current flow
is DC.

A circuit equation can be written consisting of various voltage drops
for a tether system. For a tether generating power we can write,

VIND - AVA + AVc + IZI + IRT + IRL (4a)

where AVA and AVc are the voltage drops across the anode and cathode
respectively, Z, is an effective ionospheric impedance, RT is the tether
ohmic resistance, and RL is the load. If we define an efficiency, q, as

PowerLOAD . IVLOAD = VLOAD (4b)
Power~or,,,A I VN

then, the circuit equation, Eq. (4a), can be rewritten as,

AVA + AVc + I(ZI + Rr) - V1 D(l - ') (4c)

It can be shown that for any given operating conditions (i.e., ViN and
electron density), there exists a unique value of ii where the power
generated I 2RL is maximized.

A similar equation can be written for a tether generating thrust,
except now, an onboard power supply is required to reverse the current,
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VIND + AVA + AVc + I(ZI + RT) - Vps (4c)

where Vps is the voltage of the power supply. Figures 2a,b show schematics
of these tether circuits, and Fig. 3 shows a schematic of a bare tether.

Contactor 4"A

Tether

x Ii

Load

Contactor a.lx.• v©

Fig. 2a: Diagram of tether as generator, deployed upwards [Ref. 15].

Power
Supply

Contoctor .A F• V

Fig. 2b: Diagram of tether as thruster, deployed upwards [Ref. 15].
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Fig. 3: Bare tether circuit schematics.

4. Past and Current Tether Research

d* Space experiments during the 1970's onboard the Space Electric Rocket Test

(SERT) II showed that electrons could be ejected into the ionosphere with
relatively little voltage loss. However, space experiments where multi-
ampere currents of electrons are collected have never been performed.
Hence, this area of electron collection has been examined theoretically at
some length for some time. However, even today, the models are still far
from being complete. Due to the lack of any in-space tests, the validity
of models cannot be verified. The main complicating factor is the presence
of the geomagnetic field which constrains electrons along the magnetic
field lines, thus making the problem anisotropic. For typical values of
B - 2-6xl05-T, the electron gyroradius (m.v/eB) is about 2.5 cm. Due to
the magnetized nature of the ambient plasma, spherical models describing
the electron collection process and ground based experiments where

magnetized effects are weak, are inadequate. Theoretical work has fallen
into two categories: collisionless double layer theory describing space
charge limited clouds, and collisional quasi-neutral theory [Ref. 6].

The various double layer models all have diverse hypotheses on the
size of the inner core region of the plasma cloud where electrons are
collected. Parks and Katz [Ref. 7] used the requirement of matching the
cloud density with the ambient density. Dobrowolny and less [Ref. 8]
presented another model where they required regularity of the self-
consistent potential at the outer boundary of the core, a4u/ar(rcor.) = 0.
Lastly, Wei and Wilbur [Ref. 9] applied consistent space charge limited
flow in the core minUi 2 = m~n*U. 2 . More recently, Ahedo et al [Ref. 10]
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developed a rigorous theory for the steady-state collisionless interaction
between a spherical anode and an unmagnetized plasma. It was found that
the maximum current collected was in the inertial motion limit. Due to
their neglect or weak inclusion of magnetized effects, these models are
more applicable to ground based experiments, but not to space. Ground
based experiments have not been able to fully simulate space conditions due
to different plasma densities and magnetic fields.

The other contactor model category is collisional quasi-neutral
theory. Hastings (Ref. 11] attempted to take magnetic effects into account
by equating the electron collision frequency with the electron gyro
frequency, us(Rcor.) , 6),, at the outer region of the cloud. Hastings and
Gatsonis [Ref. 12] examined a multi-region cloud that was anisotropic along
the direction of orbital motion, not along the magnetic field. One
drawback of this model was that it did not fully include anisotropic
effects along the magnetic lines.

One of the latest models of contactor clouds, by Gerver, Hastings, and
Oberhardt [Ref. 6], is an anisotropic model oriented along the magnetic
field. This model has been recently extended to include neutral gas
emissions and external ionization [Ref. 13].

Over the last several years, there have been a number of system or
engineering studies conducted, concentrating on the electrodynamic aspects
of tethers. These studies have examined the uses of tethers in propulsion
and/or power generation applications. We will review three of such
studies. One of the very first of these studies was by Cross and Arnold in
1984 [Ref. 14) who employed a computer simulation model that included a
geomagnetic and ionospheric model. They found that the power generated
varied by as much as ±20% due to magnetic field variations, and hence
batteries were required for power leveling purposes. In addition, they
included tether dynamics in their simulation, and found that the
interaction between dynamics and electrodynamics (i.e., tether oscillations
driven by the electromagnetic force) was only significant for very high
current levels (>15 A). The concept of orbital energy storage, or mixed
mode operation was also introduced. The idea was that a tether would
thrust in the day drawing power from solar arrays, and generate power
during the night; the power/thrust levels being adjusted so that the
semimajor axis (i.e., the energy) of the orbit would remain constant.
However, the major drawback of their approach was that they did not include
very realistic models of the current collection process. Nevertheless,
this study contributed greatly to the early understanding of the
engineering issues involved with electrodynamic tethers.

In 1986, Martinez-Sanchez, Rivas, Prall, and Hastings [Refs. 15,16]
conducted a very thorough systems study employing state of the art theories
and components. A tether was studied as a stand-alone power generator, as
a thruster for an orbital tug, and as a combination generator/thruster for
orbital energy storage. This study concluded that electrodynamic tethers
were marginally better in some respects and worse in others compared to
other alternative space power and propulsion technologies. One of the key
factors was the variability of the geomagnetic field which drove the system
mass, as was first noted by Grossi and Arnold. The variability of the
ionosphere was also cited as a factor, but not rigorously included in the
calculations. Concern was expressed that the ionospheric density would



HASTINGS* SAMANTA ROY 833

drop too low during the night, so that tether operation would momentarily
cease. The outstanding technical difficulties that were cited were
ionospheric impedance, contactor performance, insulator fault behavior, and
tether dynamics. Moreover, this work was based on several simplifying
assumptions about the current closure loop and the ability of the tether
to extract and emit electrons into the ionosphere. The ionospheric
impedance was neglected, and the of voltage drops were taken to be
independent of the current levels.

A recent study was conducted by Green, Wheelock, and Baginski [Ref.
17] on the proposed Getaway Tether Experiment (GATE), which consists of two
small free-flying satellites launched from the shuttle connected by a one
km conducting tether. Their objective was only to show crudely, the
feasibility of the GATE to bilaterally transfer energy between stored
electrical energy and orbital momentum. The major drawbacks of their model
were the elementary magnetic model they used, the absence of an ionospheric
model, and'oversimplified contactor models.

Since the publication of the first two studies, the understanding of
the current- closure loop and its associated impedance has been considerably
improved. In addition, physically based models have been developed for the
current collection to a tether via a plasma cloud, although in many ways
they are still far from being complete. A recent study [Ref. 18]
incorporated these new models into an updated systems analysis to judge
whether the previous conclusions are still valid or not. A detailed
computer program was developed to simulate the performance of a tether in
low earth orbit, and included a highly accurate model of the geomagnetic
field, the latest International Reference Ionosphere model,' realistic
orbital dynamics, and temperature effects. In addition, the electron
collection performance of a contactor and a bare wire tether, both
separately and in combination, were compared and contrasted. The powez and
thrust generate4 by a bare wire tether was found to have a higher
dependence on the geomagnetic and ionospheric fluctuations; however,
depending on the performance of the contactor, the combination of a bare
tether and contactor can substantially boost performance for power
generation. As a pure thruster, the contactor tether was examined at
constant current, voltage, thrust, and power, and it was found that the
best mode of operation was with constant power, with resulting power/thrust
ratios better than those for ion or MPD engines. For power genecation,
geomagnetic variability was still a major difficulty as observed in
previous studies, but a control strategy was developed to greatly reduce
the impact of this highly undesirable condition. In addition, operation
at equatorial orbits was found to be much more beneficial for system
performance. It is concluded that tethers offered greater potential than
previously envisioned.

5. Concluding Remarks

Electrodynamic tethers in space offer much potential for a wide variety of

missions. Although certain areas have been the subject of much research,
there are still certain aspects where the level of understanding is
inadequate. More work has yet to be done to provide a fuller understanding
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of all the detailed phenomena plasma of operation, but in the end, actual
in-space experiments are imperative to determine the performance of not
only contactors, but tether systems in general.
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ABSTRACT. The technical implications of an emerging Solar System Civilization
on the design, performance requirements and operational features of future
manned and unmanned space systems will be examined. Special emphasis will be
placed on the following interesting properties/characteristics of a
heliocentric civilization and how these particular properties/characteristics
might influence the design and operation of advanced space systems in the 21st
Century: (1) a true four dimensional environment (i.e. time and extended
distances as measured by light-minutes to light hours); (2) independent
biospheres which are physically isolated from the terrestrial biosphere; and
(3) the availability of continuous multi-gravity level environments (ranging
from microgravity to multi-g). Specific topics include: (1) the design and
operational requirements for deep outer Solar System robotic space systems;
(2) inter-biospheric transfer of human beings and cargo and the potential for
extraterrestrial contamination (forward and backward); and (3) the potential
consequences of multi-gravity level living.

1. Introduction

As we look out into the first portion of the next millennium, it is not
unreasonable to speculate where the applications of space technology will take
the human race in the next hundred or so years. Today, as a planetary people,
we are becoming more aware each day that human activities in the 20th Century
have enormously altered the nature of our home planet, the Earth. These
activities often driven by population pressures and technology applications
are producing observable changes in the composition of the our previously
considered "infinite" natural sinks: the oceans and the atmosphere. There are
also many noticeable (from space) alterations of the terrestrial landscape.
[1,2] Consequently, in the context of the development of an emerging Solar
System Civilization, it is also quite reasonable (and perhaps not too
premature) to make the following two fundamental inquiries:

First, what is the potential impact of the space environment on
the manned and unmanned space systems that will be part of this
Solar System Civilization?

and
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Second, what is the potential impact of our Solar System
Civilization (with its manned and unmanned space systems) on
the overall space environment?

A companion series of deeply-philosophical questions also accompany
these two fundamental inquires. These philosophical questions center around
the basic question: How will access and use of the space environment alter
the course and destiny of human development?

This lecture represents a brief, zeroth-order attempt at exploring*
the technical implications of humanity's Solar System Civilization with
particular emphasis being placed on the design, performance requirements,
and operational features of future manned and unmanned space systems. The
space environment represents both a challenging obstacle and a unique
opportunity. Fig. 1 presents some of the interesting properties or
conditions found in space that have significant implications for our Solar
System Civilization and the space systems necessary to support its
development and growth. Of particular interest here are the following
properties/conditions:

- access to continuous levels of both microgravity (in orbiting space
systems) and other gravity levels (such as the lunar surface gravity level
of 1.62 m/sec2 [about 1/6 g] and the Martian surface gravity level of 3.73
m/sec2 [about 1/3 g]);

- the existence of "independent" biospheres throughout heliocentric
space which are physically isolated from the terrestrial biosphere; and

- space system operation and communication across great physical
distances (measured in light-minutes to light-hours - see Fig. 2) [3].

It is assumed here that our Solar System Civilization will consist of
at least the following elements by the year 2050:
an environmentally viable home planet, several permanent lunar settlements,
several permanent space habitats in cislunar space, and at least one permanent
Martian surface settlement. By the year 2100, it is further assumed that the
Mars settlements have been expanded to include orbiting space bases (possibly
using the Martian moons Deimos and Phobos), that semi-permanent to permanent
habitats will have been established on the surface of Mercury, within the main
asteroid belt and on selected moons of Jupiter and Saturn, and that advanced
robotic space systems will have been sent on precursor interstellar missions
[3-8]. Figs. 3 and 4 present possible development scenarios for the lunar and
Martian portions of this Solar System civilization [3-5].

The three particular properties/conditions of a Solar System
Civilization space environment mentioned above, might require us to expand our
technical thinking horizons in many ways, including:

- multigravity level thinking (i.e., living systems would no longer be
limited to just an Earth gravity environment and the field of gravitational
biology will take on an extremely important and interesting role in 21st
Century science);

- the plurality of biospheres (i.e., we have met the extraterrestrials
and THEY ARE US!); and

- the challenges presented by the optic velocity limit in communication
with and operation of advanced space systems.
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INTERESTING PROPERTIES/CONDITIONS
OF SOLAR SYSTEM SPACE ENVIRONMENT

"* Microgravity

"* Other Gravity Levels (e.g., Moon. Mars.)

"* Extraterrestrial Resources
- Energy (sunlight, 'fuels')
- Materials (lunar, aslercidal. marthn.

"* Physical Isolation From Terrestrial Biosphere

"• Synoptic View of the Planet Earth
(and other celestial bodies)

"* Low Vibration Environment

"* Infinite* Heat Sink

"* Physical Distances Not Available On Earth
(e.g., light-minutes to lIght-hours)

"* Hard Vacuum

Fig. 1.

SOLAR SYSTEM ENVIRONMENT
(Distances)

" Astronomical Unit (AU)
1 AU - 149.6 x 106 km - 8.32 light-min

" Earth-to-Mercury Distances
Maximum: 1.35 AU (11.26 light-min)
Minimum: 0.60 AU (4.98 light-min)

" Earth-to-Mare Distances
Maximum: 2.67 AU (22.1 light-min)
Mlnimum: 0.38 AU (3.17 light-min)

" Earth-to-Jupiter Distances
Maximum: 6.40 AU (63.4 light-min)
Minimum: 4.00 AU (33.3 light-min)

" Earth-to-Pluto Distances
Maximum: 50.2 AU (418 light-min)
Minimum: 28.6 AU (237 light-min)

Fig. 2.
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STAGES OF LUNAR DEVELOPMENT
(2001 - 2101)

"* Stage 1 - Automated Surface Exploration and
Site Preparation

"* Stage 2 - Initial Lunar Base
(Human Population 7 - 15)

"* Stage 3 - Early Lunar Settlements
(Human Population 100 -J000)

"* Stage 4 - Mature Lunar Settlements
(Human Population 1000 - 10,000)

"* Stage 5 - Self-Sufficient Lunar Civilization
(Human Population , 100,000)

Fig. 3.

21st CENTURY MARS DEVELOPMENT
(Possible Stages)

"* Automated Exploration and Surface
Investigations

"* Initial Human Expeditions
- Mars Sortie Mission
- Initial Surface Base On Mars
- Base on Phobos ('Natural' Space Station)

"* Martian Civilization
- Early Surface Settlements
- Phobos ('Spaceport" to Outer Solar System)
- Mature, Evolving Surface Settlements
- Autonomous Planetary Civilization

Fig. 4.
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It is interesting to further speculate here that as a result of
expansion by men and smart machines into the space environment, creative minds
in the 21st Century will be challenged by such issues as:

- How can we best use various gravity levels in conducting life sciences
research?

- What happens when the living creatures or products from independent
biospheres meet? (i.e. How do we avoid the problem of extraterrestrial
contamination - either forward or backward?)

- What are suitable habitability design requirements for manned deep
space exploration vessels and "routine" interplanetary spaceships?

and
- What levels of autonomy and artificial intelligence can we

successfully build into advanced robotic exploration systems which will travel
to the fringes of our Solar System and beyond?

Finally, it is not, perhaps, too speculative at this time, to suggest
that frustrated by "luminal limits", we might even witness the rise of
"superluminal" physics and its attendant space technology applications as part
of our relentless expansion further and further into the space environment of
our Solar System.

2. Characteristics of Extraterrestrial Civilizations

According to some scientists, intelligent life in the Galaxy might be thought
of as experiencing three basic levels or types of technical civilization,, when
considered on a cosmic scale [3,9]. The Soviet astronomer, N.S. Kardashev (in
examining the issue of information transmission by extraterrestrial
civilizations in 1964), first postulated these three types of technologically
developed civilizations on the basis of their overall energy use. .A TYPE I
civilization would represent a planetary civilization similar to the
technology level found on Earth in the mid- to late 20th Century. This TYPE
I civilization would command the use of somewhere between 1012 and 1016 watts
of energy - the upper limit representing the amount of solar energy being
intercepted by a "suitable" planet in to orbit around the parent star. For
example, the solar energy flux at the Earth (i.e., the value of the solar
constant outside the atmosphere), is approximately 1,370 watts per meter
squared. A TYPE I civilization would also experience the development of
nuclear energy and space technology. (See Fig. 5) As a TYPE I civilization
begins to emerge from its home planet and expands out into the solar system
around its parent star, this TYPE I civilization also transitions into the
initial phases of a TYPE II civilization (3,9].

A TYPE II civilization would engage in feats of planetary engineering,
expanding from its home planet through advances in space technology and
extending its resource base throughout the local star system. (See Fig. 6)
The eventual "energy use" upper limit of a TYPE II civilization might be taken
as the creation of a Dyson Sphere. A Dyson Sphere is a postulated cluster of
habitats and structures placed entirely around a star by an advanced
civilization to intercept and use essentially all the radiant energy from the
parent star. What physicist, Freeman J. Dyson, proposed in 1960 was that an
advanced, intelligent civilization would eventually develop the space
technologies necessary to rearrange the raw materials of all the planets in



842 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

TYPE I CIVILIZATION
(Characteristics)

* Planetary Society

* Developed Technology
- Laws of Physics
- Space Technology
- Nuclear Technology
- Electromagnetic Communications
- Electronics

* Initiation of Spaceflight
- Interplanetary
- Permanent Space Bases

Fig. 5.

TYPE !1 CIVILIZATION
(Characteristics)

* Solar System Society

* Construction of Space Habitats
(with DYSON SPHERE as upper limit)

9 Long Societal Lifetimes
(1,000 to 100,000 years)

* Ability to Perform Long-Term Planning
(e.g., 1000-year time horizons)

* Possible Interstellar Contact/Communication
Between TYPE II Civilizations

Fig. 6.

-j
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its solar system, creating a more efficient composite ecosphere around the
parent star. Dyson further suggested that such advanced civilizations might
be detected by the presence of thermal infrared emissions from such an
"enclosed star system", in contrast to the normally anticipated visible
radiation. Once this level of solar system civilization is achieved, the
search for additional resources and the pressures of continued growth could
encourage interstellar migrations. This would mark the start of a TYPE III
civilization.

A TYPE III civilization would be an interstellar civilization consisting
at first of several star systems (i.e. a "clustered" TYPE III civilization)
and at maturity of a Galaxy-wide community of numerous intelligent species
scattered over perhaps thousands or even millions of star systems. (See Fig.
7) In concept, a mature TYPE III civilization would be capable of harnessing
the material and energy resources of an entire galaxy (typically containing
some loll to 1012 stars) [3,9].

3. Multigravity Level Living

Throughout history visionaries have speculated over a future in which human
beings understand the scientific truth about their origins, control the
terrestrial environment and successfully live beyond the boundaries of Earth
at various locations in our Solar System. Up until the Space Age, however,
such speculations had often overlooked some fundamental facts - namely that
the Universe is a complex and mostly inhospitable, and that life as we know
it evolved in the protective shelter of the Earth's biosphere and its constant
gravitational force. However, access to the space environment and various
continuous multigravity levels (i.e., gravity levels ranging from essentially
zero up to one-g) will enable 21st Century scientists to investigate the
effects of gravity on numerous aspects of living systems. The knowledge
obtained from space life sciences (including the subdisciplines: gravitational
biology, exobiology, and biosphere engineering) will play a pivotal role in
the development of our Solar System Civilization. To successfully conduct the
advanced space missions now planned for the next century, information is
needed concerning the existence of life beyond the Earth, the potential
interactions between living organisms and planetary environments, and the
possibilities for human beings to permanently inhabit the space environment
(including the surfaces of other worlds) on a safe and productive basis [1,3].

For example, gravitational biology explores the scope and operating
mechanisms of one of the strongest factors influencing life on our planet:
gravity. This subdiscipline within space life sciences addresses fundamental
questions concerning how living organisms perceive gravity, how gravity is
involved in determining the developmental and physiological status of an
organism, and how gravity has influenced the evolution of life on Earth.
Although these questions are motivated mostly by scientific interest, space
based research in this subdiscipline will also help determine whether living
systems (including human beings) can function effectively for extended periods
in microgravity or in the reduced gravity environments that will be
encountered on the lunar or Martian surfaces.
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TYPE III CIVILIZATION
(Characteristics)

" Interstellar Society
- several star systems (Clustered TYPE Ill)
- galactic in extent (Mature TYPE 1II)

"* Interstellar Communication and Travel

"• Very Long Societal Lifetimes
- 1,000,000 years and longer
- effectively 'immortal' for planning

purposes

"* Magnificent Feats of Astroengineering
- star system manipulation
- 'harvesting' black holes

Fig. 7.

The long-term space missions (associated with the development of a Solar
System civilization) will require that crew members be able to safely adapt
and readapt to varying gravity conditions. Unfortunately, scientific evidence
is now lacking to respond to such important questions as:

- What changes are there in crew productivity and performance following
prolonged exposure to microgravity or partial-gravity conditions?

- Can a human being live comfortably and work productively in a
partial-gravity space facility that has a fixed- or variable rotation rate?

- What blend of micro-, partial-, and terrestrial (one-g) gravity levels
will be needed to ensure crew safety and comfort on
long-duration missions?

- What are the major engineering problems in developing rotating space
facilities that provide various levels of partial gravity?

- After chronic exposure to a partial gravity environment (i.e., living
permanently at a lunar or Martian base), can an "extraterrestrial" human being
ever be productive and comfortable on the surface of Earth?

Therefore, the problems of adaption to various gravity environments in
a Solar System civilization create a number of interesting engineering
challenges for the space system designers of the 21st Century. One very
important issue will be identification of the technical requirements for
making a large, rotating spacecraft or space facility a habitable and
productive environment. Habitability involves the design of space vehicle
environments to support and enhance crew productivity, health, performance,
safety and comfort. Contemporary studies of space system habitability
emphasize the relationship between technological and human factors [1]. The
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extent to which engineered space system environments (including planetary
surface bases) satisfy the basic needs and personal preferences of the
individual determines the degree to which there is a "person-environment fit"
or habitability. Some of the major space system factors related to
habitability and crew well-being are [1]:

- volume
- lighting
- temperature and humidity
- vibroacoustics
- personal hygiene and waste management
- privacy
- food systems
- interior decors (both functional and aesthetic)
- leisure and recreation
- environmental monitoring and control (including buildup of

pathogenic microorganisms in isolated habitats)

It is also interesting to note here that the multigravity level
conditions potentially available in the space environment also offer some
interesting ("nonterrestrial") options in the leisure and recreation area. It
would not be unreasonable, therefore, for designers to explore and exploit
these options in developing habitable space vehicles and facilities that have
an inherent capability (by virtue of multigravity level access) to relieve
crew boredom and stresses on long duration space missions.

A variable-g facility in low Earth orbit (LEO) would support key areas
of gravitational biology research early in the development of our Solar System
civilization and could also serve as a crew conditioning facility for return
to Earth or entry into the multigravity environment of outer space.

4. Extraterrestrial Contamination Issues

In general, extraterrestrial contamination may be defined as the contamination
of one world (or engineered-biosphere) by life forms, especially pathogenic
microorganisms, from another world (or engineered-biosphere) [3,12-13]. Using
the Earth and its biosphere as a reference, this planetary contamination
process is called forward contamination if an extraterrestrial soil sample or
the alien world itself is contaminated by contact with terrestrial organisms
and back contamination if alien organisms are released into the Earth's
biosphere.

The question of whether life exists elsewhere in our Solar System at
present is still open [3]. But whether "natural" alien life forms exist and
pose a threat to the terrestrial biosphere is only one part of the
extraterrestrial contamination issue facing space system designers. It should
be noted that a Solar System civilization will be accompanied by the creation
of independent, engineered-biospheres throughout heliocentric space (3-81. In
time, variant microorganisms peculiar to one isolated biosphere may represent
"alien", potentially pathogenic, microorganisms to other engineered-biospheres
or even to the parent terrestrial biosphere. It is also quite possible that
"hitchhiking microorganisms" from the biologically diverse terrestrial
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biosphere could represent a serious "forward contamination" threat to the
carefully controlled microbiology environments of less biologically diverse
engineered space habitats. Therefore, the designers of future space systems
must pay special attention to potential extraterrestrial contamination issues,
especially when the regular and routine transfer of people, animals, plants,
and cargo takes place between the Earth's biosphere and other
engineered-biospheres within the Solar System.

An alien species will usually not survive when introduced into a new
ecological system, because it is unable to compete with native species that
are better adapted to the particular environment. On occasion, however, alien
species actually thrive, because the new environment is very suitable and
native life-forms are unable to successfully defend themselves against these
alien invaders. When this "war of the biological worlds" occurs, the result
might be very well a permanent disruption of the host biosphere, with severe
biological, environmental and economic consequences. For example, the
bioregenerative life support systems now being considered for permanent space
habitats could be especially sensitive to the disruptive effects of an "alien"
microorganism invasion.

Consequently, in developing a Solar System civilization, it is obviously
of extreme importance to recognize the potential hazard of extraterrestrial
contamination (forward or back). Before any species is intentionally
introduced into another planet's environment (or into another
engineered-biosphere), we should carefully determine not only whether the
organism is pathogenic to any native species but also whether the new organism
will be able to force out native species - with destructive impact on the host
biosphere [3].

At the start of the Space Age, exobiologists and planetary scientists
were already aware of the potential extraterrestrial contamination problem -
in either direction [3,12]. In fact, quarantine protocols were established to
avoid the forward contamination of alien worlds by outbound unmanned
spacecraft, as well as the back contamination of the terrestrial biosphere
when lunar samples were returned to Earth as part of the U.S. Apollo program.

A quarantine is fundamentally a forced isolation to prevent the movement
or spread of a contagious disease. Historically, quarantine was the period
during which ships suspected of carrying persons or cargo with contagious
diseases were detained at their port of arrival. The length of the quarantine
(usually 40 days) was considered sufficient to cover the incubation period of
most infectious terrestrial diseases. If no symptoms appeared at the end of
the quarantine, then the travelers were permitted to disembark. In modern
times, the term quarantine has obtained a new meaning: namely that of holding
a suspect organism or infected person in strict isolation until the organism
or the person is no longer capable of transmitting the disease. With the
Apollo Program and the advent of a "lunar quarantine" program, the term has
now taken on elements of both meanings [3].

Of special interest in future space missions to the planets and their
moons is how we might avoid the potential hazard of back contamination of the
terrestrial biosphere when robot spacecraft and human explorers bring back
soil and rock samples for more detailed examination in laboratories on Earth.
Similarly, with the emergence of a Solar System civilization in the mid- to
late 21st, Century, we must also learn how to avoid the potential problems
associated with inter-biosphere contamination.
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At the beginning of the U.S. space program, a planetary quarantine
protocol was established which required that outbound unmanned planetary
missions be designed and configured to minimize the probability of forward
(i.e., alien-world) contamination by terrestrial life-forms [3,12-13]. At the
time it was reasoned that, if forward contamination did occur, it would
compromise future attempts to search for and identify extraterrestrial life
forms that might have arisen independently of the Earth's biosphere. As a
design goal, these early spacecraft and probes had a probability of 1 in 1,000
or less that they could contaminate the target celestial body with terrestrial
microorganisms. Decontamination, physical isolation (e.g., a prelaunch
quarantine) and spacecraft design techniques have all been employed to support
adherence to this planetary quarantine protocol [3, 12-13).

One simplified formula for describing the probability of planetary
contamination is [3,12]:

P(c) - m F(r) P(g) (1)
where

P(c) is the probability of contamination of the target celestial body
by terrestrial microorganisms

m is the microorganism burden
P(r) is the probability of release of the terrestrial microorganisms

from the spacecraft hardware
and

P(g) is the probability of microorganism growth after release on a
particular planet or celestial object.

As previously stated, P(c) had a spacecraft design goal value of less
than or equal to 1 in 1,000. A value for the microorganism burden (m) was
established by physically sampling an assembled spacecraft or probe. Then,
through laboratory experiments, scientists empirically determined how much of
this microorganism burden was reduced by subsequent sterilization and
decontamination treatments. A value P(r) was obtained by placing duplicate
spacecraft components in simulated planetary environments. Unfortunately,
establishing a numerical value for P(g) was a bit more challenging. The
technical intuition of exobiologists and some educated "guessing" were
combined to create a best "guesstimate" for how well terrestrial
microorganisms might thrive on alien worlds that had not yet been visited. As
we keep expanding our knowledge and understanding of the environments on other
worlds in our Solar System, we can also keep refining our estimates for P(g).
In fact, just how well terrestrial life-forms grow on Mars, Venus, Titan,
Europa, and a variety of other interesting celestial bodies will probably be
the subject of actual in-situ experiments by 21st Century exobiologists [3].

The Lunar Receiving Laboratory (LRL) at the NASA Johnson Space Center
in Houston provided Earth-based quarantine facilities for two years after the
first lunar landing (July 20, 1969). What we learned during its operation can
serve as a useful starting point for planning new quarantine facilities,
Earth-based or space-based. In the future, such quarantine facilities will be
needed: (1) to accept, handle and test extraterrestrial materials from Mars
and other Solar System bodies of interest in our search for alien life forms
(present or past); and (2) to inspect and (if necessary) isolate and disinfect

_____________
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the passengers, other living things or cargo that is being shipped between the
independent biospheres that make up our Solar System civilization.

Again using the planet Earth as our reference frame, there are three
fundamental approaches toward handling extraterrestrial samples to avoid back
contamination. First, we could sterilize a sample while it is enroute to Earth
from its native world. Second, we could place it in quarantine in a remotely
located, maximum confinement facility on Earth while scientists examine the
sample closely. Finally, we could also perform a preliminary hazard analysis
(called the extraterrestrial protocol tests) on the alien sample in an
orbiting quarantine facility before we allow the sample to enter the
terrestrial biosphere [3,13]. Fig. 8 describes the event sequences and
possible outcomes for extraterrestrial sample analyses performed in quarantine
facilities on Earth and in space 113).

A space-based quarantine facility provides several distinct advantages
(see Fig. 9) [13]:

(1) it eliminates the possibility of a sample-return spacecraft crashing
and accidentally releasing its potentially hazardous cargo of alien
microorganisms directly into the terrestrial biosphere;

(2) it guarantees that any alien microorganisms that might escape from
confinement facilities within the orbiting complex cannot immediately enter
the Earth's biosphere; and

(3) it ensures that all quarantine workers remain in total physical
isolation during protocol testing.

ALIEN-WORLD SAMPLE ANALYSIS
(Event Sequence/Possible Outcomes)

Fig. 8.
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ORBITING QUARANTINE FACILITY (OQF)

Fig. 9.

It is not too unreasonable, to speculate, therefore, that each
independent biosphere in our Solar System civilization may be supported by an
orbiting quarantine facility which conducts protocol testing on "alien world"
scientific samples and "raw materials", and also on processed cargo, living
things and human visitors from other independent biospheres. Interplanetary
spacecraft will have to be designed to minimize the transport of potentially
hazardous microorganisms from one world to another and to be capable of
effectively interfacing with a variety of orbiting quarantine facilities which
may serve as planetary system "ports of-entry". For example, the Jovian system
might be served by one major orbiting quarantine facility, the planet Mars by
a quarantine facility located on either of its two tiny moons, and the Earth
Moon system by an orbiting quarantine complex at Lagrangian Point 4 or 5.

5. Deep Space Exploration Systems

As we push further into the outer regions of the Solar System with more
ambitious exploration missions, future advanced robotic space systems will
have to take over much of the data processing and information sorting
activities that are now performed by human mission controllers on Earth. These
robotic space explorers of tomorrow with advanced machine intelligence capable
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of making information gathering and processing decisions would have a large
number of pattern classification templates or "world models" stored in their
computer memories. These templates would represent the characteristics of
objects or features of interest in a particular mission (e.g., models of the
Titan's atmosphere). The advanced robot explorers would then compare the
patterns or objects they "see" with those stored in their memories and discard
any unnecessary or unusable data. As soon as something unusual was

encountered, the smart machine explorer would examine this object or event
even more closely. The advanced robotic explorer would then dutifully alert
its human controllers on Earth (perhaps light hours away) and report the
unusual findings. Through such automated selection and data filtering
operations, these smart robots explorer would be able to capture interesting
and perhaps rare transient phenomena, that would otherwise be totally lost to
scientists on Earth (who could not exercise judgmental data acquisition
decisions in a timely manner because of the many light hours distance) [3,14].

Quite similarly, these advanced exploration robots must be designed to
continuously diagnose themselves and to initiate on board corrective actions
and repairs for many problems and housekeeping adjustments that require
"mission essential" responses in less than hours. Once again, because of the
truly vast distances involved in exploring the outermost
regions of our Solar System (see Fig. 2), mission controllers on Earth will
only be able to make coarse temporal corrections (i.e. on the order of a day

or so response time) to a particular mission plan, exploration protocol, or
spacecraft repair sequence.

The advanced machine intelligence (or artificial intelligence)
requirements for general purpose robotic exploration systems to the outer
regions of the Solar System (and beyond) can be summarized mainly in terms of
two fundamental tasks:

(1) the smart robot explorer must be capable of learning about new
environments; and

(2) it must be able to formulate hypotheses about these new environments.
Hypothesis formation and learning represent the major problems in the

successful development of machine intelligence. Deep interplanetary and
interstellar robotic space systems will need a machine intelligence system
capable of autonomously conducting intense studies of alien objects and alien
worlds. The machine intelligence levels supporting these missions must be
capable of producing scientific knowledge concerning previously unknown
objects.

For a really autonomous, deep-space exploration system to undertake
knowing and learning tasks, it must have the ability to "artificially"
formulate hypotheses, using all three of the logical patterns of inference:
analytic, inductive, and abductive [3,14]. Analytic inference is needed by the
robot explorer system to process raw data and to identify, describe, predict
and explain extraterrestrial events and processes in terms of existing
knowledge structures. Inductive inference is needed so that the smart robotic
explorer can formulate quantitative generalizations and abstract the common
features of events and processes occurring on alien worlds. Such logic
activities amount to the creation of new knowledge structures. Finally,
abductive inference is needed by the smart robotic space system to formulate
hypotheses about new scientific laws, theories, concepts, models, etc. The
formulation of this type hypothesis is really the key to the ability to create
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a full range of new knowledge structures. An ability to create these new
knowledge structures, in turn, is needed if human beings are to successfully
explore and investigate alien worlds at the outermost regions of the Solar
System and perhaps around neighboring star systems using smart robot systems
as surrogates [3,14].

Although the three patterns of inference just described are distinct and
independent, they can be ranked by order of difficulty or complexity. Analytic
inference is at the low end of the new knowledge creation scale. An automated
system that performs only this type of logic could probably successfully
undertake only deep space reconnaissance missions. A machine explorer capable
of performing both analytic and inductive inference could most likely
successfully perform deep space missions that combine reconnaissance and
exploration. This assumes, however, that the celestial object being visited
is represented well enough by the world models with which the smart robotic
explorer had been preprogrammed. However, if the target alien world cannot be
well represented by such fundamental world models, then automated exploration
missions will also require an ability to perform abductive inference. This
logic pattern is the most difficult to perform and lies at the heart of
knowledge creation. An advanced automated space system capable of abductive
reasoning could successfully undertake missions combining reconnaissance,
exploration and intensive study [3,14]. Fig. 10 summarizes the adaptive
machine intelligence needed for very advanced deep space robotic exploration
systems.

DEEP SPACE EXPLORATION SYSTEMS
(Adaptive Machine Intelligence Needs)
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6. Summary

Taking a truly long term perspective, there appear to be two general pathways
for mankind: either we are a very important biological entity in the overall
evolutionary scheme of the Universe; or else we are an evolutionary dead end!

If we limit ourselves to just one fragile biosphere (our home planet
Earth), then a major natural disaster or own technological foolhardiness could
certainly terminate our existence - perhaps in just centuries or possibly in
a few millennia. Excluding these unpleasant possibilities, without expansion
into the space environment (and the subsequent "new thinking" and new
technologies such an expansion stimulates), our one-world (planetary) society
will simply stagnate and eventually reach some form of quasistable-equilibrium
(much like the creatures in the global oceans).

On the other hand, if we respond to the challenges imposed upon us by
the space environment as we attempt to become a Solar System civilization,
then we (along with our very smart machine surrogates) have the opportunity
of setting in motion a chain reaction that spreads life, organization, and
consciousness across first our own Solar System and then out into the Galaxy
- in an expansion wave limited perhaps only by the speed of light itself. This
is the ultimate impact of the space environment!
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PLASNA IN THE ENVIRONS OF SPACECRAFT
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ABSTRACT. The state of matter surrounding spacecraft is usually plasma.
The plasma parameters vary widely depending upon the location of the
spacecraft. In the case of the earth it is possible to consider (a) a low
earth orbit (b) a geostationary orbit and (c) an interplanetary flight. In
contrast to laboratory plasmas, the electron number densities are typically
muchlower, the spacecraft is moving rapidly with respect to the plasma and
there is the additional feature of photoelectron emission. Sheaths, wakes
and spacecraft charging are phenomena that need a plasma physics treatment.
The fact that external instrumentation, probes and antennae are immersed
in a plasma medium, once the spacecraft has reached its orbit, results in
plasma modifications to the b-haviour of some of the spacecraft systems.
Antennae intended for electromagnetic wave launching can also excite
electrostatic plasma waves. The spacecraft potentiai can vary as a function
of the photon flux. Charged particle collection and analysis can be grossly
altered by plasma sheath effects. Spacecraft surfaces, including insulating
components, are potentially immersed in an electrically conducting medium.
It is concluded that, although there is now a reasonable awareness of many
of these plasma effects, there is a need to improve laboratory plasma
experimental simulations to complement in situ spacecraft plasma
measurements and thereby to advance the understanding and control of plasma
in the environs of spacecraft.

1. Introduction

A spacecraft in the ionosphere or magnetosphere may be regarded as very
similar to a Langmuir probe in a laboratory plasma. Normally the
laboratory probe is not isolated in the same way as a spacecraft. Examining
the typical current-voltage characteristic of the Langmuir probe, however,
there is a point where the probe draws zero net current. In this condition
at "the floating potential" the Langmuir probe resembles the spacecraft in
its isolated state. Normally the floating potential of a Langmuir probe is
negative with respect to the plasma potential. The electrons moving faster
than the ions usually charge the probe negative until eventually an
equilibrium is reached where the negative potential of the probe repels
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enough electrons from the plasma to balance the electron and ion fluxes.
Additional factors experienced by the spacecraft that are not usually
present in the laboratory situation are that the spacecraft is moving and
it is subject to a solar photon flux on the dayside of the earth. For a
satellite moving in the ionosphere the satellite velocity v, is usually
greater than the ion thermal velocity, but smaller than the electron
thermal velocity i.e. VTi < vs < vT.. This implies that the satellite can
sweep up ions in its path by a simple "ram" effect, whereas the electrons
being more mobile tend to be collected as a thermal flux. Similarly in the
wake immediately behind a spacecraft an absence of ions results. The effect
of the photoemission is to create electrons that can take part in the
electron/ion flux balance.

In (a) a low earth orbit the electron number density is typically in
the range 1010 to 1012 m- 3 whereas (b) further out in the magnetosphere the
electron number density drops down to 108 m- 3 and eventually as low as 106
m- 3 where case (c) interplanetary flight becomes applicable. Considerable
variations in the plasma density and temperature occur as a spacecraft
moves from the solar wind region towards the earth and passes through the
bow shock, the magnetosheath, the magnetopause [Ref. 1], the magnetosphere
and down through the ionosphere. On such a trajectory the Debye length,
which gives a measure of the thickness of an electrostatic sheath [Ref. 2]
can vary from metres in the tenuous edges of the magnetosphere down to
millimetres in the densest part of the ionosphere. A further complication
is that in addition to the altitude scaling and to the strong variations
of the ambient plasma with diurnal time, season, sunspot cycle and latitude
[Ref. 3] there are local irregularities that have been measured with in
situ probes on satellites [Ref. 4].

2. Plasma Wave Effects

Cold magnetoplasmas can typically support four electromagnetic wave-
branches. A warm magnetoplasma can also support propagating electrostatic
waves such as electron plasma waves, ion acoustic waves and electron and
ion Bernstein modes [Ref. 5]. Hence a spacecraft antenna that has been
tested on the ground and shown to launch the anticipated electromagnetic
waves has available to it many more modes into which to couple its energy
once it is in orbit and it is immersed in the plasma. This phenomenon was
observed in the 1960's when the first topside sounder satellites were
launched and spectacular plasma wave effects were evident on the topside
sounder echo data. J.0. Thomas et al [Refs. 6, 7] carried out a series of
laboratory plasma experiments that helped to confirm that electron
Bernstein modes were being launched, along with other plasma wave modes,
in addition to the electromagnetic waves that the antennae were intended
to launch. These laboratory experiments were extremely effective in that
the plasma conditions could be controlled and the confirmatory details of
the plasma wave dispersion could be measured. These relatively quick and
inexpensive experiments complemented the longer time-scale and more
expensive in situ satellite experiments.

Particle beams may also be used to excite waves and instabilities in
the plasma surrounding the spacecraft. The electron cyclotron maser
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instability is a growing wave that is readily excited using a mildly
relativistic electron beam (Ref. 8]. These experiments were carried out in
the laboratory, but there is now a growing number of excellent experiments
that have excited waves and controlled them directly from a spacecraft
[Refs. 9-12].

Ion Bernstein modes, that have a similar structure to the electron
Bernstein modes, but at lower frequencies linked to the ion cyclotron
frequency have also been observed by in situ instrumentation on a satellite
[Ref. 12]. In this case no deliberate attempt to excite them was made. It
should be noted that there is a fundamental difference between the
apparently similar electron and ion Bernstein mode dispersion relations.
There is effectively only one type of electron Bernstein mode, whereas
there are two types of ion Bernstein mode namely the "pure" ion Bernstein
mode and the "neutralized" ion Bernstein mode. These modes are shown in
Fig. 1.
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This asymmetry with the electron case occurs because, whereas the
massive ions can not move during the high frequency electron Bernstein mode
oscillations, the light electrons can move during the neutralized ion
Bernstein mode oscillations. It is usually the one that is observed since
it occurs most readily. Only in rather special circumstances can one
arrange the experimental conditions such as to generate the "pure" ion
Bernstein mode.
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3. Plasma Sheath Effects

The magnitude of the energy difference resulting from the electric
potential difference between the spacecraft floating potential and the
plasma potential is typically comparable with the thermal energy of an
average electron in the plasma, i.e., the electric potential difference is

comparable with kT./e. At low altitudes this is relatively small, but at
high altitudes spacecraft surfaces can charge many kilovolts negative.
Active experiments [Ref. 11], using charged particle beams to control the
potential dropped across the spacecraft sheath, have been successful in
establishing that effects such as arcing across insulators can be switched
on and off. Tethered mother/daughter systems [Ref. 13], which correspond
in laboratory plasma physics terms to a double Langmuir probe system, have
been examined both experimentally and computationally. The wake effect
results from the so-called "mesothermal" [Ref. 14] plasma flow around a
moving spacecraft. This follows from the double velocity inequality
mentioned in the Introduction above.

4. Conclusions

The important influence of the plasma surrounding a spacecraft on the
operation of the spacecraft instrumentation, systems and communications has
become increasingly clear. Several approaches are currently being used
including direct in situ measurements on spacecraft, computational
simulation using theoretical models and laboratory experiments designed to
simulate the spacecraft environment. The latter two approaches have the
benefits of being substantially less expensive and having short time-scale
flexibility. The laboratory plasma experiments [Refs. 6, 7] have proven to
be very successful at investigating and clarifying the mechanisms
responsible for plasma wave excitation in the environs of spacecraft. A new
laboratory plasma experiment is presently under constructior at Strathclyde

University. This experiment is designed to study the interaction of plasma
particle fluxes with spacecraft surfaces.
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RADIATION DAMAGE EFFECTS ON SPACECRAFT MATERIALS
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ABSTRACT. In geostationary orbit satellite materials are subject to
radiation damage caused by trapped protons and electrons. This paper
describes radiation damage testing carried out on novel imide - based
conductive coatings applied to Kapton and glass. As background information,
the radiation test facilities themselves are described, with a discussion
of the relationship between the test conditions and the effects of the near
earth orbit environment.

1. Proton Irradiation Facility

1.1 DESCRIPTION OF THE FACILITY

The proton irradiation facility consists of a Van de Graaff accelerator
(High Voltage Engineering, Type AK) producing a proton beam of between 0.5
and 1.5 MeV with a beam current of between 1 n-amp and 1 A-amp, which
correspond to 1010 and 1013 protons cm-2 h-i. The beam fluence allows the
simulation of proton fluences of approximately 10' p÷/cm2 (equivalent to
a satellite operational life of 15 years at GEO) in a period of about 10
hours irradiation. The accelerator can produce a 10 cm diameter
monoenergetic beam with a uniformity of ± 10% across the surface.

The facility is configured with a generator room immediately above
a shielded target room. The proton beam is produced initially in a vertical
flight tube, which is fed into a bending/analyzing magnet which provides
a horizontal beam line in the target room, and with other ionic species
removed from the beam. A gold foil is used to spread the beam and create
some energy straggling enabling irradiations of larger components under
more realistic conditions.

1.2 APPLICATIONS OF THE FACILITY

The 1.5 MeV Van de Craaff proton accelerator is dedicated to studies of
spacecraft materials under conditions simulating exposure to protons in the
solar wind and radiation belts. The proton flux forms an important part of
the radiation spectrum to which satellites are exposed, both in
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geostationary and low earth orbit. The trapped proton spectrum (Fig. 1) is
heavily weighted towards the low energy end, consequently a 1.5 MeV
particle beam is well suited to these studies.
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Fig. 1: Trapped proton energy spectrum for low earth (800 km) orbit.

The accelerator has been widely used for studies of proton
irradiation effects on glass cover slips for solar cells. When irradiated,
glasses in general are prone to discoloration, and this affects their
ability to transmit light through to the solar cell. Special formulation
glasses which are needed to overcome this problem have been extensively
tested using this facility. When silica targets are irradiated using the
facility, the targets may also fluoresce with a visible blue light
emission.
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2. Gamma Irradiation Studies

2.1 THE BASIS FOR GAMMA IRRADIATION TESTING

An economic and efficient way of screen testing the radiation stability of
novel materials for use in space, especially with regard to electron
irradiation, is to use a gamma irradiation facility. Gamma rays interact
with the electrons in an irradiated material to produce energetic electrons
which proceed to affect the material in a similar way to normal electron
irradiation. In terms of radiation chemical effects, both processes cause
ionization, secondary emission, free radical formation (in polymers, for
example) and embrittlement. It is generally accepted that the predominant
radiation chemical changes to polymer systems are caused by free radical
processes, irrespective of how the radicals are formed [Ref. 1]. The
difference is that most spacecraft materials will completely stop a flux
of electrons, but will be relatively transparent to gamma radiation.
However, it is possible to calculate the energy that is deposited in a
material when irradiated with both electrons and gamma rays. The same order
of effects may therefore be observed with both radiation types, by
adjusting the exposure to gamma rays such that the total energy deposited
is the same as for exposure to electrons.

An advantage of using a gamma irradiation facility is that the
radiation dose rate may be increased significantly above the dose rate for
electron irradiation for the satellite in orbit. This means that the
material may be exposed to a "lifetime dose" (perhaps equivalent to several
years in orbit) in a matter of days under gamma irradiation. This offers
-immediate benefits such as early identification of materials which are not
radiation chemically stable.

2.2 APPLICATIONS OF THE GAMMA IRRADIATION FACILITY

Irradiation studies have been carried out on a range of candidate space
materials (often polymers). These studies have been performed on samples
of the material sealed in a container under vacuum (10-6 torr), so that any
degradation followed by release of volatile roducts (outgassing) will be
accurately reproduced.

Of particular interest for irradiation studies have been the range
of conductive (metal oxide) coatings applied to Kapton [Ref. 21. The
preparation of the coatings is described more fully in an accompanying
article by M.J. Duck. A number of test patches of Kapton (plain and coated)
were prepared. The coatings included In 2 O3 , SnO, ZnO, TiO2 , and carbon. A
specimen of each coating type was irradiated in the gamma facility to a
total rxposure dose of 44 M rads, which is equivalent to 9 years total
exposx.re at geostationary orbit [Ref. 3]. The test samples were then
compared with the unirradiated control samples. The irradiated samples
show,.d no visible sign of degradation and could be mechanically worked
without any spalling or detachment of the applied coating. This
demonstrates the very good radiation stability of the conductive coating
materials applied to Kapton film.

By contrast, the irradiation study also included samples of Teflon
sheet and expanded PTFE film, again as irradiated specimens and
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unirradiated controls. Both sheet and film samples of Teflon (PTFE) were
seen to have degraded severely, and to have become embrittled, after a
total exposure of 20 M rad (i.e. less than half the exposure given to the
Kapton). The Teflon sheet (2 mm thick) had lost its flexural strength and
had cracked in several places. The expanded PTFE film had lost all its tear
strength, and was very easy to damage.

3. Comparative Studies of Radiation Damage Effects

3.1 THE BASIS FOR COMPARATIVE STUDIES

A number of radiation damage effects are possible when spacecraft materials
are irradiated with either protons or electrons. As an illustration of
comparative effects, the irradiation of glass with conductive coatings has
been studied using both proton and gamma irradiation (using the secondary
electron effect of gamma radiation to simulate primary electron
irradiation). The required radiation dose from the proton accelerator was
calculated to give the same absorbed dose to the samples as the total

exposure dose to the samples from the gamma irradiation facility.

3.2 EXPERIMENTAL STUDIES

A number of borosilicate glass microscope slides were prepared with a range
of conductive polyimide - based coatings, In2 03 , ZnO, and TiO2 , with an
uncoated control. These were irradiated with 1 MeV protons or 60 Co gamma
radiation. Control samples of each material have been kept unirradiated.
The gamma irradiation delivered an exposure dose of 2 M rad, equivalent to
5 months of exposure at geostationary orbit. The proton irradiation
delivered a dose equivalent to 2 M rad, using 1 MeV protons.

It could be clearly seen that the gamma irradiation had produced a
brown discoloration in the glass which is typical for borosilicate, caused
by the dislocation of electrons and the creation of defect centers in the
solid phase. This effect may be removed by thermal annealing. The proton
irradiation had produced hardly any visible effect, all the damage being
localized in the surface layer. The range of 1 MeV protons in borosilicate
glass is approximately 13 pm, and in hydrocarbon polymers such as Kapton
approximately 20 pm [Ref. 4], therefore protons passing through the
conductive coating layer would only penetrate a few microns into the glass,
limiting the radiation damage to the glass substrate.

3.3 CONCLUSIONS

It has been demonstrated that the radiation testing of satellite materials
is necessary for any material which might be exposed to the space
environment; materials which appear to be robust (e.g. teflon) may in fact
degrade severely under irradiation.

The specialized coatings which have been developed for use on Kapton,
to reduce surface charge build-up, have been shown to withstand radiation
to an operational lifetime dose for CEO. This test result reinforces the
claims of these materials to be suitable for use in space.
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The-radiation testing of each material should include both proton and
electron (gamma) irradiation, as the two radiations may have different
effects in the damage they cause to the bulk materials. This has been
clearly seen in the experiments with glass slides coated with In 2O3 , ZnO,
and;TiO2 , and with an uncoated control. The proton irradiation has produced
a scarcely visible amount of surface damage whilst the gamma irradiation
has produced a clearly discernable amount of bulk material damage.

4. References

[1] Chapiro, A. (Ed.), "Radiation Chemistry of Polymeric Systems",
•Interscience, New York. (Volume XV in the High Polymers monograph
series), 1962.

12] Vdrdin, D. and Duck, J.J., "Surface Modifications to Minimise the
Electrostatic Charging of Kapton in the Space Environment", J. of
Electrostatics, 20, 123-129, 1987.

[3] Data taken from "The radiation design handbook" ESA PSS-01-609
European Space Agency, Noordwijk, The Netherlands, 1990 (draft).

[4] Japni, J.F., "Calculations of energy loss, range, pathlength,
straggling, multiple scattering, and the probability of inelastic
nuclear collisions for 0.1 to 1000 MeV protons", report AFWL-TR 65-
150, 1966.

- o a - .°



DUCK 867

SURFACE CHARGING AND ITS PREVENTION

H.J. DUCK
A.E.A. Reactor Services
B 540.1, Harwell Laboratory
Oxfordshire OX11 ORA
United Kingdom

ABSTRACT. The charging effects which can occur in Kapton during geomagnetic
substorms have been simulated using the Harwell electrostatic discharge
test facility. The facility is described, and results are given for
irradiations with electrons of up to 30 keV energy with films of differing
thicknesses. The charging can by reduced by coating the Kapton with a
dispersion of indium oxide in a soluble polyimide. Typical coatings with
a 3:1 oxi.-:/imide loading reduce the surface resistivity of the Kapton from
1018 to 10 0/square. Some other preparations employing alternative fillers
and possessing different thermo-optical and conductive properties are also
described.

1. Introduction

A large fraction of the external surface of a satellite consists of
dielectric materials which are used either for the passive temperature
control of the satellite or as part of the power generation system. These
materials include thermal control paints, polymer films, solar-cell cover
glasses and deployable solar array substrates.

In the geosynchronous environment such materials are exposed to a
number of hostile particles and radiations. In an accompanying article W.S.
Walters discusses the damage caused by trapped proton and electron
irradiations. In the present article the deleterious effects caused by
incoming electron showers are investigated.

Since the exposed dielectrics can be of large area, are relatively
thin and usually have a conductive backing, large capacitances exist which,
under the conditions prevailing in geostationary orbit, can become
electrostatically charged during geomagnetic substorms, resulting in arc
discharges (Ref. 1]. These discharges can cause serious problems which
arise from the current arc itself, from the accompanying electromagnetic
pulse and from the surface potential of the satellite.
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2. The Harwell ESD Test Facility

In order to investigate these problems the Harwell electrostatic discharge
(ESD) facility was constructed; see Fig. 1. The irradiation chamber has a
diameter of 750 mm, is 750 mm high, and operates at a pressure of
approximately 2 x 10-7 torr. To avoid instantaneous differential charging
of small areas of irradiated samples an electron gun giving a continuous
and uniform beam over the whole area of the sample holder is employed. The
gun is located at the top of a 1.2 m long flight-tube in which the
electrons accelerate towards, and then pass through, an earthed mesh anode
in the lid ýof the irradiation chamber. This source gives monoenergetic
electrons at beam fluxes up to 10 nA.cm-Z and at electron energies from 0
to 30 keV. The beam current is automatically maintained constant at any
preset level by means of a negative feedback circuit. The sample holder can
accommodate specimens up to 35 cm in diameter and 2 cm thick, at
temperatures from -180°C to +150"C. During irradiation the surface voltage
of the sample is measured with a non-contacting electrostatic voltmeter
probe mounted on an X-Y scanner, and the voltage profile over any part of
the sample can be displayed on a potentiometric recorder. The scanner also
carries a Fariday cup which is used to measure the beam distribution. The
mean value for the coefficient of variation of beam uniformity was 17.5%,
and the total beam flux remains constant to within 5% over periods of up
to 10 hours.

ELE•TRON BEAM

ANODE

BEAM FL~UX MONITOR

FARADAY CUP SHTE

0 ISURFACE VOLTAGE PROBE

SAMPLE HOLDER"

DIPFUSION
PUMP

Fig. 1: The Harwell ESD test facility.

The facility is equipped with electrometers to monitor leakage currents
from the irradiated samples, and the output signals are also displayed on
potentiometric recorders. Inductively coupled probes are used to measure
the charge flow associated with discharge pulses from the samples, the
pulses being recorded either photographically on a 100 MHz storage
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oscilloscope, or with a 6 MHz transient recorder. Samples can be
photographed during irradiation, and part of the sample can be exposed to
simulated solar radiation, at an intensity of 0.9 solar constant, using the
filtered output from a xenon lamp.

The ultimate surface potential attained by a spacecraft is partly
governed by the secondary emission of low energy electrons. The Harwell
test facility is fitted with a specially designed Faraday cup which can be
directed towards the target material, and electrically biased to
selectively measure the flux of 1, # energy secondary electrons. These tests
can be made on all types of materials, including dielectrics, metals, and
mirrors.

3. Electrostatic Charging Measurements on Kapton.

The ESD facility has to date principally been employed to investigate the
electrostatic behavior of Kapton - a popular dielectric material, since it
exhibits suitable optical properties, shows little outgassing, and is
generally resistant to radiation-induced changes. It is therefore widely
used in thermal control blankets and as a substrate for flexible solar
arrays.

Kapton films of various thicknesses were studied. The samples
consisted of 140 mm diameter discs, the lower aluminized surfaces of which
were earthed through an electrometer. The maximum surface voltages obtained
at various incident energies for samples cooled to -180°C are shown in Fig.
2. In all cases these maximum values were only seen at or near the edges
of the samples - the voltage profiles across the samples being
saddle-shaped. (This phenomenon probably results from the mutual repulsion
and resultant migration of the electrons.]

In all cases the surface voltage commenced to rise above zero at
about 1.5 keV, this being the upper SEE (secondary electron emission)
threshold energy for Kapton at -180°C. At first, the surface voltage rises
linearly with respect to the incident energy. But, eventually the range of
the incident electrons in the Kapton begins to approach the thickness of
the film. At this point, the leakage current begins to increase, and the
rate of rise of surface voltage begins to fall away, until it eventually
reaches a maximum value and, finally, as the incident electrons penetrate
through to the aluminum backing, any further increase in incident energy
leads to a decrease in the surface voltage.

4. Conductive Coatings.

The susceptibility of dielectric materials such as Kapton to electrostatic
charging and discharging may be reduced by treating the exposed surface
with a conductive coating [Ref. 2]. Such coatings can be prepared by finely
dispersing indium oxide powder in a soluble polyimide, the chemical
similarity of the latter to Kapton leading to good adhesion. Typ'cally, a
3.5 jAm thick 3:1 (In 20 3/imide) loaded coating gave a surface resistivity
of 10 MO/square and only charged up to a maximum of about 240 volts when
irradiated with electrons over the range 5 - 30 KeV.
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Fig. 2: Electrostatic performance of different thicknesses of Kapton
irradiated at -180"C.

Figure 3 demonstrates that the surface voltage levels reached by
coatings with a loading of 3:1 decreased ds the thickness and/or loading
of the coating was increased, and that raising the loading to 6:1 caused
a further sharp drop in voltage. The surface voltages are only about 5% of
those obtained by plain Kapton under comparable conditions.

The samples had been dried by vacuum outgassing at 125"C. Further
heating at higher temperatures led to significant improvements in
performance.

The coatings exhibited excellent adhesion to Kapton and this did not
deteriorate or show any changes in surface resistivity during 1100 thermal
cycles between +150*C and -150"C in a nitrogen atmosphere. The solar
absorptance/emissivity ratio was always higher than that for plain Kapton
(0.565) usually being about 0.8. The flexibility of the coatings was good.

Spacecraft have a requirement for coatings with a wide range of
properties. These properties can be obtained by loading the polyimide with
alternative fillers such as:

1. Titanium dioxide. This material is not conductive, but is highly
reflective and gives coatings which are brilliant-white in appearance.
Coatings prepared with a mixed titania/indium oxide filler retain this
characteristic yet are still moderately conductive (102 - 106 Mn/square,
depending upon the ratio of the metal oxides).
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Fig. 3: Electrostatic performance of 3:1 In 203 - loaded coatings of
different thicknesses on Kapton at -180°C.

2. Stannic oxide. Coatings are whitish in appearance and somewhat less
conductive than indium oxide coatings, giving surface conductivities in the
range 102 - 105 MO/square. They are RF-tuning friendly and are suitable for
preparing tapes for special applications.
3. Zinc oxide. This material gives a product similar in appearance to that
obtained with indium oxide. Coatings are initially non-conducting, but when
irradiated with electrons, become conductive (and fluorescent) after a
manner previously found with y - radiation [Ref. 3].
4. Graphite. Highly conductive (1 - 10 kO/square) and matt-black, with a
appearance very similar to that of commercial carbon-loaded Kapton.
Suitable for applications where high thermo - optical absorptivity is
required.

The coatings are easily prepared, and mixed loadings of any
combination will further extend the range of properties obtainable. The
major advantages of these coatings are their inherent stability, ease of
application, and very low production costs. The production method is
patented in the U.K. by the U.K. Atomic Energy Authority.
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IMAGING OF X-RAYS AND ENERGETIC NEUTRAL ATOMS WITH
ROTATING MODULATION COLLIMATORS

T.R. FISHER
Lockheed Space Payloads Dept., 91-21
3251 Hanover St. Palo Alto, CA 94304

ABSTRACT. Imaging of x-rays and particles is a valuable tool for
understanding the structure and dynamics of planetary magnetospheres. Up
to the present time, space-based imagers have usually been scanning
collimated sensors or pinhole cameras. Future imagers to perform global
imaging at large distances (out to 200 RZ) or to study fine structure in
auroral arcs may require the increased efficiency of a coded aperture
system. The technique of Rotating Modulation Collimators (RMC) is a coded
aperture technique which can readily provide effective apertures >30 cm2

and resolutions < 1 deg across a 20 deg field-of-view for either x-rays or
particles. A brief description of the technique is given, and simulated
examples are presented showing an x-ray image of the Earth's aurora and an
Energetic Neutral Atom (ENA) image of the Saturnian magnetosphere.

1. Introduction

Imaging of x-rays and particles has proven to be a valuable tool for
understanding the structure of planetary magnetospheres and the,;4ynamics
of their interaction with the solar wind. From x-ray measurements,
complemented by measurements at visible and UV wavelengths, we obtain
information on the precipitation of particles at high latitudes in the
Earth's auroral zones [Ref. 11. Imaging of ENA's has recently been
proposed as a technique for studying the ring current region of planetary
magnetospheres [Ref. 2], including those of Earth, Jupiter, and Saturn.
ENA's are produced by charge exchange between trapped ions and background
gas, and after neutralization the particles travel on straight trajectories
unaffected by electric and magnetic fields. Thus an ENA image provides a
"snapshot" of the instantaneous ion distribution which can be used to study
phenomena such as the evolution of substorms or plasma sheet dynamics.

In the case of both x-ray and ENA imaging, primary reliance up to the
present has been on scanning collimated sensors or pinhole cameras for
space-based instrumentation. Future applications, such as the resolution
of fine structure in auroral arcs or global imaging of the Earth's ring
current from high altitudes (e.g., on the Inner Magnetospheric Imager
mission) may require the increased efficiency of coded aperture systems.
This paper describes briefly the coded aperture imaging technique based on
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Rotating Modulating Collimators (RMC) (Ref. 31 and presents examples of
simulated x-ray and ENA images which demonstrate the capabilities of the
technique. The RHC technique described here has been successfully
implemented on WINKLER [Ref. 4], an imaging gamma-ray spectrometer for
high-altitude balloon flights and terrestrial radiation monitoring, and a
version of the technique is baselined for the High Energy Solar Physics
mission (HESP) [Ref. 5].

2. Principles of RMC Imaging

The essential features of the RMC technique as applied here were defined
by Hertz, Nakano, and Kilner [Ref. 3] in 1986. They showed that a
configuration of modulation collimators could be employed to measure
directly the amplitudes and phases of the low-order Fourier components of
the source intensity distribution, and that these could then be used in an
efficient algorithm to reconstruct the image of the source. The method by
which this is accomplished is illustrated in Fig. 1. A typical modulation
collimator is shown in Fig. 1(c). The upper grid casts a shadow of the
source on the lower grid, and the intensity transmitted to the detector
depends on the source position and the grid rotation angle. Let 80 define
the boundaries of the FOV. As a point in the field moves from -8, to 0.
in a plane perpendicular to the grid bars, the transmitted intensity
displays a series of peaks and valleys as indicated in Fig. I(a). The
position of the peaks depends on the phasing between upper and lower grids.
Fourier-like responses are obtained by taking differences between patterns
with appropriate phases, as indicated in Fig. l(b). Four independent
measurements determine the amplitude and phase of a particular Fourier
order, and these can be obtained from two collimator pairs.

If N, . . N4 denote the four measurements, a one-dimensional
reconstruction of the source intensity is given by:

S(O) - A0 + E Ansin(wn6/0o) + B.cos(wn8/0o); n - 1..M (1)

A. - N1 - N• + N3. - N4,.; B, - N• + Ni, - N3n - NA,

We obtain the two-dimensional source intensity by superimposing a set of
one-dimensional reconstructions obtained as the grids rotate through 180
degrees:

I(x.y) - [I0 + E S,(*i,,)]a(xy) (2)

St(fi) " [A-,(0i)sin(wn6/,o) + BN(*i)cos("6nO/o,)J]ft.

where I(x,y) is the reconstructed source intensity, 0i denotes the grid
angle, fl. is a filtering term, and a(x,y) corrects for vignetting by the
collimator. Formally, this type of reconstruction is known as filtered
back projection. The optimal choice of the filtering term is a subject of
considerable importance which will be dealt with in detail elsewhere. In
this paper, we will use the form fln - n/(l + Lin') with 1i adjusted to give
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Fig. 1: Principle of I?!C reconstruction: (a) phase relationship between
upper and lover grids; (b) approximate Fourier-like responses obtained by
combining N1 . .N4 as in equation (1); (c) example of a bi-grid modulation
collimator.

an acceptable x2 fit to the entire data set. The "n" in the numerator
| ~removes the 1/r blurring introduced by the backproJection and the

S~denominator corresponds to smoothing with a Laplacian or "thin plate
i ~sphine" penalty functional. Also of considerable importance is the

S~tradeoff between imaging resolution and FOV given approximately by A -

', .40/Jr(M +.5), ihere A is the FWH of the point; spread function and N is
the number of orders. This tradeoff must be carefully chosen for a

$ particular application. For an 18 order iN/C system with a 20 deg FOY, £
* is about 0.75 deg.4 r
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3. Simulations of X-ray and ERA Images

Figure 2 shows a simulated x-ray image of an auroral event as seen by
viewing the Earth's north polar region from an altitude of 4RE. Figure
2(a) has been reproduced from the phenomenological model of Miller and
Vondrak [Ref. 1], and has been chosen to show typical auroral features
following initiation of a substorm: a western travelling surge, bright
arcs, a "drizzle zone" and the residual diffuse aurora, all in decreasing
order of luminosity. Figure 2(b) is a simulated RMC reconstruction
corresponding to 9 orders, a 20 deg FOV, and 2 x 105 total counts (based

(a) 43(b)

Cc))

F15. 2: Simulated x-ray images of the Earth's aurora: (a) phenomenological
model from Ref. 1; (b) RMC reconstruction, 9 orders, 2 x lO counts; (c) 18
orders, 4 x 10' counts, Laplacian smoothing; (d) reconstruction of area
within dotted rectangle of (a) with 9 orders, 2 x 103 counts.
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on a 5 minute recording time, 30 cm2 effective area, 2-10 keV energy
window). Figure 2(c) shows a similar reconstruction with 18 orders and
4 x 10i total counts which looks remarkably similar to Fig. 2(b). In fact,
at this counting level, the higher orders >9 contribute mainly noise and
are removed by the Laplacian filter. In order to resolve finer structure,
such as the discrete arc within the dotted rectangle of Fig. 2(a), it is
preferable to reduce the FOV while keeping the same number of orders. This
is illustrated in Fig. 2(d).

Figure 3 shows a simulated ENA image of the Saturnian magnetosphere
taken from a distance of 66 Rs. The model is- that of Curtis and Hsieh
[Ref. 6], who estimate a total ENA flux in the energy range 10-100 keV of
6 cm-2 s"1 at this distance. The reconstruction is for a 9-order RMC system
with an effective area of 28 cm2 , giving about 2 x 105 total counts in a
20-minute interval. The simulation shows that the two lobes of the ring
current distribution are resolved at this level. Longer exposures or
larger detector areas would give improved definition of these features.

(a) ~(b)

Fig. 3: Simulated ion ENA image of the Saturnian magnetosphere:
(a) simulation from Ref. 6: (b) RMC reconstruction, 9 orders, 2 x 105
total counts, with Laplacian smoothing.

4. Conclusions

The simulations presented here show that the technique of RMC imaging
merits consideration for the next generation of space-based imagers of
x-rays and ENA's. In general, such RHC systems can be expected to combine
effective areas > 30 cm2 with fields-of-view of the order 20 x 20 deg and
resolutions < 1 deg. The system parameters must be carefully chosen for
a particular application, and simulations including the effects of
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realistic statistical noise should be performed to establish that features
of interest can be resolved.
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TEST AND VALIDATION OF MCT DETECTORS FOR PHIRR ON THE
MARS OBSERVER SPACECRAFT

S. ASLAM, C.L. HEPPLEWHITE and S.B. CALCUTT
Department of Physics,
Clarendon Laboratory,
University of Oxford, Parks Road,
Oxford OX 1 3PU, U.K.

ABSTRACT. This paper gives a brief description of the Mars Observer
mission, the PMIRR instrument, its scientific objectives and the
sub-assemblies that were built and tested by Oxford University. The
mid-infrared detector assemblies used in the Pressure Modulator Infra-Red
Radiometer (PMIRR) are detailed together with the tests that were performed
to validate them.

1. Introduction

The Pressure Modulator Infra-red Radiometer (PMIRR) is an instrument
designed to investigate key questions of the climatology of the Mars
atmosphere [Ref. 1]. In particular, it aims to determine the temporal and
spatial distribution, the abundance, sources and sinks of volatile material
and dust over the seasonal cycle. Further, it explores the structure and
aspects of the circulation of the atmosphere of Mars [Ref. 2].

PMIRR is a nine channel infrared radiometer employing pressure
modulation and filter radiometry. Channels I and 4 employ single Mercury
Cadmium Telluride (MCT) photovoltaic (PV) detectors. The performance of
these detectors will be limited by instrument background radiation.
Channels 2, 3 and 5 employ single MCT photoconductive (PC) detectors and
will be detector noise limited [Ref. 31. These 5 detectors share a common
Focal Plane Assembly (FPA) and are cooled to 80K by a passive radiative
cooler. The remaining detectors are DTGS pyroelectric detectors maintained
at the instrument ambient temperature of 300K. All channels share a common
scan mirror and telescope, which are used to map the atmosphere in three
dimensions. Two pressure modulator cells (PMC), developed at Oxford are
used [Ref. 4], one containing isotope enriched CO2 and the other H20. The
use of pressure modulation eliminates the optical errors associated with
the selective chopping (SCR) [Ref. 5], while maintaining the large energy
grasp of gas correlation.

The Mars Observer spacecraft is planned for launch in September 1992
and will be inserted into a polar phasing orbit at Mars after an eleven
month interplanetary transit. The orbit at Mars will be adjusted to low
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altitude, 361 km, near circular, polar, sun-synchronous, and the mission
duration is expected to be 687 days (one Martian year).

Mars is known to have a weak magnetic field [Ref. 6] and measurements
have been made of the ionospheric plasma [Refs. 7, 81 and of energetic
particles in the vicinity of Mars [Ref. 9]. Knowledge of the conditions at
the orbit of the spacecraft (s/c) and of the interplanetary transit permits
design of the s/c and its payloads to operate reliably throughout the life
of the mission. The payloads or instruments will be designed to survive and
operate as described in document PD642-41, Mars Observer Payload
Environmental Design Requirements.

The complete assembly will be subject to a variety of environmental
tests, including accelerations and vibrations, thermal vacuum simulations,
and electromagnetic compatibility (EMC) tests. In addition, electronic
parts and materials will be selected according to their reliability and
radiation hardness. For the PMIRR instrument, Oxford University supplied
the MCT detectors and the pressure modulators. As a part of verification,
these two sub-assemblies were subjected to launch vibration simulation, and
the detectors were aligned and performance tested.

2. Design and Performance Requirements

PMIRR will view Mars via a two-axis, azimuth/elevation scan mirror, and
each spectral channel, which shares this mirror, has a 3.1 mrad Field Of
View (FOV), giving a 5km view in the vertical on the limb of Mars. Nadir
scanning will also be used. In order to be sure that all channels view the
same part of the atmosphere at a given time, all channels must be optically
aligned, and for the retrieval of atmospheric composition from the measured
signal, the response of each detector must be mapped. If this alignment is
not performed, then signals from different channels may be weighted to
different parts of the field of view in some unknown way. This validation
of the mid infrared detectors represents a crucial aspect of the validation
of this type of instrument used in space for remote sensing.

3. Optics/Detector Assembly

One of the optic/detector assemblies is shown schematically in Fig.l, and
consists of (i) the detector element on a sapphire substrate, (ii) a Ti
alloy optics housing, containing anti-reflection coated Ge doublet
condensing lenses and (iii) a Ti-alloy detector baseplate. The size of the
detector element is 150m x 7 50pm.

4. Test and Validation

Accurate validation of the optic/detector assemblies was obtained
iteratively by scanning a chopped hot pin-hole source across the detector
FOV and mapping the detector array response. Each time the optic/detector
assembly was cooled down in the space simulation chamber, the scanning

L i!n m maiN•m m
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Fig. 1: Schematic of optic/detector assembly.

system had to be calibrated, The main purpose of this calibration was to
determine the pinhole location relative to the origin of a reference plane;
this was determined using three orthogonal position switches. The position
switch locations were precisely known relative to the pinhole, through
metrology. Knowledge of this and the detector plane to reference plane
distance gave the accurate position of the pinhole centre- to detector plane
origin during any scan.

Adjustment of focus and alignment is achieved by changing the
thicknesses of three shims under the optics housing. The best focus was
established by determining the sharpest slope of the FOV response of the
elements and was made to lie in the nominal focal plane within the required
tolerances. The best focussed detector edge response provided a measure of
abberated spot-size and hence a primary test of the accuracy of lens
manufacture, alignment and focus.

The optic-axis of the optics mount is not generally perpendicular to
the flat reference surface due to tolerance build up in the assembly of the
optics mount. Using the above method, the alignment could be adjusted to
better than ±0.3 mrad from the perpendicular of the reference surface.

5. Ground Support Equipment

A schematic of the Ground Support Equipment (GSE) is shown in Fig 2. The

GSE consists of the vacuum system, calibration equipment, software,
expendable materials and other equipment and fixtures required to operate,
test and validate the detector elements in a contamination-free
environment. Tests were performed to demonstrate that the GSE was
functioning properly using sample PC and PV elements.

The vacuum system consists of a stainless steel chamber, a liquid
nitrogen cooled baffle, a 2-stage rotary pump-backed 160/700 Diffstak,
which can attain a total pressure better than 5 x 10-' Torr. The system is

fully automatic with programmed shut-down in case of leaks or power
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Micro-control.

vow VWva

failure. The cleanliness of the system was monitored by measuring the
partial pressures of contaminants using a residual gas analyser, which
during testing were less than 10"' Torr. Contamination levels, during
validation testing, were also monitored by analysing condensates formed
during cool-down on calcium fluoride crystal windows and witness mirrors.

The detector FPA was bolted via a fixzare onto a copper block, which
was mounted directly onto a liquid nitrogen dea•r. Temperatures -were
monitored via calibrated platinum resistance thermometers fixed on the
copper block on the reference plate and on the detector element baseplates.

A globar, pinhole and chopper assembly was used to provide a
modulated blackbody radiation source. Th. pinhole &ourcq was scanned using
a lpm resolution coinercial orthogonal micro-translation stage, driven from
a control system running CF?1/3. All temperatures and the detector signals
were logged via a commnercial analogue to digital card on an STE bus.
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6. Some Results

Figures 3 and 4 show spectral response plots for flight channels 1 and 3
detectors. For the PV detector of channel 1 at a temperature of 85K the
responsivity is RL(7.75-8.02pm, 800Hz) - 4.81A/W, with a spectral
detec~tvity of D*(7.75-8.02pm,800Hz,l) - 9 x 1010 cllzl/2 /W. For the PC
detector of channel 3, at the same temperature the responsivity is
R,(14.3-14.9pm, 800Hz) - 3.8 x 10 3V/W, with a detectivity of
D*(14.3-14.9pa, 800Hzl) - 5.12 x 1010 cmHz 1/2/W with an optimum bias
current of 2mA.

Figure 5 shows a flight channel 5 PC detector responsivity image. The
centroids are found independently for the Y and Z axes. For example, for
each value of Y for which there is a recorded detector cross section, the
50% crossings are determined by linear interpolation. The 50% level is
taken to be the half way between the minimum value recorded and an average
of 9 points around the maximum value recorded. The 'moment of area' of the
element at this Y value is taken as, M-Y * AREA, where AREA-FWHM *AY, FWHM
is the distance between the 50% points, and AY is the sampling interval in
the Y direction. The centroid is calculated from Ycentroid - E M/E AREA.
The Z centroid is calculated similarly.

8
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Fig. 3: PV detector response for channel 1.
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Fig. 4: PC detector response for charmel 3.
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Fig. 5: PC detector response image.
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Figure 6 shows a Y-line scan, through the centroid, for the
channel 5 detector; the effect of minority carrier sweepout at the cathode
is evident [Ref. 10]. Fig. 7 shows an aligned and focussed responsivity
plot for channel 4.

7. Conclusion

The scientific objectives of the PNIRR instrument determine the design and
performance requirements of the detector and optical assemblies. Many
aspects of reliability and safety of the instrument also influence these
requirements, for example use of approved parts and materials. The
performance of the infra-red FPA is crucial to achieving the science
objectives of PMIRR and the alignment and element mapping performed at
Oxford fully characterised and verified the design and performance of these
sub-assemblies.

3.

3.

2.

02.

0.

I.

- I HUM microns- e.-N - I -

Fig. 6. Chanod 5, Y-Lise Scm
FWHMl = 7935.78. centre =-14981.08

Fig. 6: Channel 5, Y-line scan.
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* I

Fig. 7: PMIRR. Channel 4 PV detector response.
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A COMBINED TEST FACILITY FOR SPACE RESEARCH AND TECHNOLOGY

C. STASEK, R. WIRTH and P. SEIDL
PTS Physlkalisch-Technlsche Studien GmbH
Leinenweberstr. 16
D-78 Freiburg, Germany

ABSTRACT. The combined test facility IONAS (Ionospheric Wtmospheric
Simulator) is available at PTS, suitable for testing even large satellite
subsystems in simulated LEO and GEO space environment. Numerous
combinations with light-, plasma- and electron-sources as well as various
optical systems cover a wide range of potential experiment-specific
requirements. This paper summarizes the most important technical
aspects of the facility and of the various add-on systems and presents
typilal applications.

1. Set-Up

1.1. GEOMETRY

Figure 1 shows schematically the set-up of IONAS and some major components.

Tuhu.Ic.a

Fg1 Set Seu IAs.

P p ::...:

Fig. 1: Schematic Set-up of IONAS.
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The facility is based on a horizontal stainless steel cylinder with a
diameter of 2.5 m and a total length of 5.5 m. A sliding door provides easy
access to the inner mounting platform consisting of removable segments with
a total area of 1.5 x 4 m3. The vacuum chamber has numerous flanges with
inner diameters from 32 up to 500 mm, which fit to NW, ISO and U-Euronorm
standards. They can be equipped with a variety of available feedthroughs
for electrical signals, gases or liquids. Several computer-controlled
mechanisms provide rotational and translational movements, e.g. for
scanning of sensors around the test specimen. The facility access area at
the vacuum door, as well as the adjacent test preparation and integration
laboratory, are cleanrooms of class 100.

1.2. VACUUM SYSTEM

The pumping system of IONAS is based on turbomolecular pumps providing an
oil-free vacuum and fast evacuation from atmospheric pressure down to
2 x 10-5 mb in about two hours. The typical background pressure of about
10-6 mb can be further improved by operating a cryogenic wall. A
mass-spectrometer analyses the residual gas and monitors outgassing
products from the test specimen, e.g., during TV-tests. Numerous valves,
adaptors and small additional pumps allow a flexible realization of
different vacuum-requirements such as differential pumping of subsystems.

1.3. HEIHOLTZ-COIL SYSTEM

IONAS is equipped with a three-axial Helmholtz-coil-system, which can
generate a magnetic field in any direction with flux densities up to about
3.5 Gauss. A special application is the compensation of the earth magnetic
field. The homogeneity is better than 1% in a volume of about 1 m3 . Fild
measurements are performed by means of a Foerster-probe. The
Helmholtz-coil-system turns out to be particularly valuable for all
applications involving low-energy electrons.

1.4. PLASMA SOURCE

Two plasma sources of the Kauffmann-type can be attached to the facility.
Similar sources have been studied as propulsion systems for space vehicles.
Usually one plasma-source is installed at the head side on the chamber
axis. It can be separated by a large valve for maintainance operations
without breaking the main vacuum.

1.5. PLASMA DIAGNOSTIC

The following diagnostic tools are available to analyze the plasma:

INSTRUMENT MEASURED QUANTITY

Impedance Probe N.
Languuir Probe N., To, N,
Retarding Potential Analyzer To
Ion Time-of-Flight Measurement Vj
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Resonance Cone No, T,
Plasma Potential Probe op
Electric Field Mill

Faraday Cup is

Some of these techniques have been developed at PTS in the course of
special studies [Refs. 1, 2).

1.6. ELECTRON-GUN

An electron gun designed for the energy range from 0.5 to 70 keV can be
mounted at different flanges of IONAS. With the presently available high
voltage supply, energies up to 35 keV and a total beam current of 1 mA are
achievable.

The far-focussing-cathode (according to Steigerwald) of the electron
gun operating together with a magnetic deflection system yields an electron
beam of the small diameter (< 1 mm), which can be directed on different
parts of the test specimen. Alternatively, the application of the
thin-foil technique generates a widespread electron distribution of about
1 m diameter. This method was applied to homogeneously irradiate test
specimens in the course of studies concerning spacecraft charging effects.

1.7. OPTICAL SYSTEMS

Many different sources are available for the generation of light covering
a broad wavelength range from the X-rays through the infrared. Some of them
are calibrated by the National Institute of Science and Technology (NIST)
as listed in the summary below:

SOURCE WAVELENGTH RANGE REMARK

X-Ray 0.1 - 2 nm max. 15 kV/80 mA
EUV-Lamp 20 - 200 nm
Argon-Mini-Arc 160 - 335 nm Calibrated
Deuterium Lamp 180 - 400 rum
Quartz-Halogen-Lamp (FEL) 250 - 2500 nm Calibrated

All sources can be completed with suitable monochromators or filters to
provide irradiation at selected wavelengths. A further improvement of the
facility in the near future will include a solar simulator.

A calibrated spectrometer can analyse optical emissions from the
plasma as well as from test lamps. It operates computer-controlled in a

Sbroad wavelength range from 40 - 640 nm. Furthermore, calibrated detectors
for the EUV as well as various channeltrons, multipliers and silicon
detectors are available.

1.8. THERMAL SYSTEM

An essential extension of the applicability of IONAS was introduced by the
thermal system. It is based on two completely independent systems supplied
by very powerful cryostats. The first one performs cooling and heating of

I
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the test specimen, which can either be mounted on the PTS-coldplate (1 m
x 1.5 m) or on its specific coldplate. Typical temperatures range from -50
to +95*C. The second system cools and heats the environment of the test
specimen. It includes six hollow half-cylinders, which are mounted at the
inner chamber wall and supplied with a special heat transfer fluid. They
can be operated in the range from -45 to +95"C with maximum gradients of
-0.9 and +l.l"C/min. Both systems are supplied with a special, oil-free
heat transfer fluid, which is even used in space technology as a contacting
temperature test medium. It evaporates without residues and eliminates any
risk of damage and contamination for the test specimen in case of leakage.
The temperatures are measured by numerous sensors (presently 48), which can
be placed arbitrarily on the test specimen.

The data acquisition system, based on an AT-PC with appropriate
interfaces, measures each temperature twice per minute, displays the result
in digital and analog form and stores it. Any sensor can be chosen as a
reference for each of the two systems to control the temperature. The
cryostats are guided by the computer to either stabilize the reference
temperature within typically 0.1C or to change to another temperature
level with a selected gradient (e.g. 0.5 'C/min). A special adaptive
control algorithm yields stable conditions even in case of changing power
dissipation as faced e.g. during different operation modes of the
instrument under test. A second AT-PC ensures online access to all thermal
data and flexible evaluation according to test-specific requirements
(plots, listings, transfer to floppy disk).

Numerous precautions are implemented to ensure the safety of the test
specimen. Inherent safety against leakages is provided by high-quality
hoses and connectors and by the use of a special, non-contaminant and oil-
free heat transfer fluid. An independent monitor system switches off the
power for the test specimen as well as for the thermal system in case
present pressure- or temperature-limits are exceeded. A third cryostat can
be operated as additional support or serves as backup system.

2. Typical Applications

The study of electric double layers is one example for the activities
performed in the field of fundamental research of plasma processes. An
appreciable part of the past work was dedicated to the development and
calibration of plasma sensors such as the resonance cone technique, the
retarding potential analyzer, the impedance probe and the plasma-potential
probe [Refs. 1, 2].

Studies regarding material-plasma interaction focussed on solar cells
at elevated voltages in LEO-enviromment [Refs. 3-7]. The size of IONAS
allows even for investigations of solar cell arrays as illustrated in
Fig. 2. The research on spacecraft-charging effects in the course of past
experiments required the simulation of CEO-conditions and the operation of
the electron gun with the foil-technique [Refs. 8, 9].

Past activities concerning optical calibration include the
calibration of EUV-photometers as well as studies on the emissions of
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Fig. 2: Set-up for the interaction of simulated LEO with solar panel.

special discharge lamps. Thermal vacuum tests are a preferred application
for IONAS. Large spacecraft subsystems for ERS-1, HAS (linear actuator,
PEB), X-SAR and RHK were successfully tested in this facility (Fig. 3).

3. Summary

IONAS has been essentially improved since its first installation in 1974.
The original intention, the study of plasma physics, has been extended with
the development and calibration of plasma probes for the LEO and GEO
environment. The completion with a powerful thermal system includes the
potential of thermal vacuum tests on large spacecraft subsystems. Numerous
combinations with additional electron- and plasma-sources as well as
various optical systems yield a high degree of flexibility corresponding
to a wide range of experiment specific requirements.
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Fig. 3: Preparation of the HAS linear actuator for the thermal vacuum test
in IONAS.
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IRRADIATION DAMAGE ASSESSMENT OF ELECTRCNTCS
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ABSTRACT. A university research reactor is employed to irradiate electronic
components to assess radiation induced damage. The reactor facility,
irradiation procedure and dosimetry are described. Semiconductor devices
are irradiated following guidance set forth in military standards
(CIL-STD-883C). Electrical properties of irradiated components are
characterized and compared with pre-irradiation performafce parameters to
assess the degradation of critical parameters as a function of neutron
fluence. Future experiments will investigate real-time irradiation damage
effects as functions of dose rate and fluence.

1. Introduction

Radiation hazards existing in space include galactic cosmic rays, particles
emanating from solar flares within the heliosphere, and charged particles
confined to the magnetospheres of earth and other planets. Extraterrestrial
radiation consists of approximately 87% protons, 121 alpha particles, and
1% heavy nuclei ranging in energy from 1 to 1013 GeV and forms a highly
isotropic flux of relativistic particles [Refs. 1, 2]. Since the energies
of these primary particles can greatly exceed the nuclear binding energy
of all known elements, interaction with matter results in nuclear
fragmentation and spallation. Secondary cascades of energetic protons,

* neutrons and other nuclear debris resulting from these primary interactions
may produce significant localized areas of radiation damage in materials,
primarily through the introduction of dislocations and various other

*defects in the crystalline lattice and the generation of thermal spikes.
As a result, irradiated materials such as electronic components can suffer
serious transient or permanent physical changes in their electrical
properties. This resulting damage may alter or destroy the properties or
performance anticipated for the materials in a space or other application
where materials are exposed to radiation.

897
R. N. DeWin et al. (eds.), The Behavior of Systems in the Space Environment, 897-903.
0 1993 Kluwer Academic Publishers. Printed in the Netherlands.



898 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

The U.S. Air Force is concerned about the potential malfunction of
electrical systems of their defense missile systems subjected to intense
radiation fields. Consequently, they have contracted with the University
of Utah Nuclear Engineering Laboratory (UUNEL) to provide irradiation
services to assess the nuclear hardness of sensitive individual electronic
components [Ref. 3]. Although the radiation environment of space is, of
course, not nearly as intense nor of the same composition as that found in
a small research nuclear reactor, practical testing of components may be
accomplished in a short time which can be reasonably extrapolated to
systems opeiating in space and, other radiation environments. While this
testing is crucial for assessing weapons effects and survivability, it will
also become increasingly important for assessing the reliability of control
and auxiliary subsystems of space nuclear propulsion systems as this
technology matures and becomes more practicable.

2. Nuclear Reactor and Irradiation Facility

UUNEL operates a 100 kilowatt (thermal) TRIGA nuclear research reactor. The
reactor core is located at the bottom of a 24-foot-deep pool of
demineralized water which serves as heat sink, neutron moderator and
radiation shield. A schematic diagram of the reactor core is presented in
Fig. 1. The core is composed of a hexagonal configuration of standard TRIGA
fuel elements containing 8.5% uranium enriched to 20% 235U homogeneously
dispersed as a uranium-zirconium hydride alloy, deuterium oxide (D2 0)
reflector elements, and three control rods containing boron carbide. The
core is surrounded by various radiation detectors to monitor the reactor
power level. In addition, there are two external irradiation test stands.
A thermal irradiator (TI) is filled with D20 to provide an isotropic
thermal neutron source. On the opposite side of the core is the fast
irradiator (FI) used for the irradiation of electronic components. This
fixture is provided with adjustable lead shielding for gamma radiation
attenuation of the operating environment. The FI is situated directly
adjacent to a face of the hexagonal core grid filled with fissile fuel to
minimize moderation of fast neutrons emitted through fission. An aluminum
sample holder is manually placed in the FI to expose contained samples to
a known fluence of neutrons. The sample holder can accommodate additional
gamma shielding or neutron filtering materials to simulate various
composite materials.

The radiation field characteristics generated by the TRIGA reactor
are summarized in Table 1. A continuous energy spectrum of neutrons is
produced during sustained fission. Figure 2 illustrates typical fission
spectra for a TRIGA water-moderated system, a bare-core reactor and a pure,
unmoderated fission spectrum. Neutron energies extend more than eight
orders of magnitude from the thermal region at 0.025 eV to beyond 10 MeV.
The neutrons produced in the fission process have an average energy of
about 2 NeV and a most probable energy of about 0.7 HeV as shown in Fig. 2.
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71 - Fast Iradiator Test Stan d - Fissiom Chmier
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FIg. 1: Photograph of University of Utah TRIGA Mk. I reactor showing
-relative positions of core components, power monitoring detectors and
external irradiation facilities.

10 '___________- ______________________

................. ....... ism spetrum
# - - -lR•re ISpaltrem

S10.6
J tO' - . ... *T.. ... .. .. . . . .. . . . .

C

to4  elnelfe Erm :

.Of .I I I0 In0
Neut-n Energy (Nev)

Fig. 2: Normalized neutron spectra of 235U-fuelled reactors. Several
activation foils used to characterize fission spectra are indicated along
the abscissa at their corresponding reaction threshold energies.
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Table 1. Radiation characteristics of the UUNEL TRIGA nuclear reactor
operating at a steady-state power output of 100 kilowatts.

Average thermal neutron flux 3 x 1022 n/cm2 -s
Average fast neutron flux ( > 1 MeV) 5 x 1011 n/cm2-s
Gamma radiation exposure rate 1 x lO7 R/hr

A theoretical description of the fission spectrum from thermal-neutron-
induced fission in U-235 is given by Equation (1):

4(E) - 0.43exp(-1.036 E) sinh /2.29 E (1)

where O(E) is the energy-dependent neutron flux and E Is the neutron energy
in MeV [Ref. 41. Because of the presence of nuclei which scatter neutrons
the resulting neutron distribution is perturbed from a pure fission
spectrum to a quasi-fast distribution for the bare-core Godiva system to
a thermalized neutron distribution typical of the TRIGA water-moderated
reactors all of which are depicted in Fig. 2.

For standardization, the damage equivalent silicon (DES) is specified
which expresses the spectral fluence in :z,.ms of a 1-MeV-equivalent
monoenergetic neutron fluence. The 1i eV monoenergetic fluence is
determined by various standard methodologies [Refs. 5-10]. The equivalent
monoenergetic neutron fluence, 0., is described by Equation (2):

Ef O(E) KD(E) dE

%. KD(Eo)(2

In this equation, O(E) is the incident neutron energy-fluence spectral
distribution, KD(E) is the energy-dependent neutron displacement kerma
factor and KD(E 0) is the displacement kerma factor at the specified
equivalent energy (i.e., 1 MeV) [10]. Activation foils are used to measure
fluences above specific neutron threshold energies. Several of these foils
are indicated at the corresponding threshold energies in Fig. 2. Sulfur
foil dosimeters are used to measure the delivered neutron fluence during
irradiations. Sulfur undergoes neutron activation via an (n,p)
transmutation reaction to produce radioactive phospborus-32, a pure beta
emitter with a half-life of 14.7 days. The threshold energy for this
reaction is 2.9 MeV. The activity of 32p is used to calculate the delivered
neutron fluence. The 1-MeV-equivalent fluence is obtained as the product
of the fluence determined from the activation of the sulfur foils and the
DES factor. The UUNEL is currently performing experiments in conjunction
with the National Institute of Standards and Technology (NIST) to
standardize their fission spectrum and determine the absolute DES factor
for the UUNEL TRIGA reactor.
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3. Irradiation Procedure

Electronic components are randomly sampled by lot number and date of
manufacture for testing. A control sample is removed for reference and a
pre-irradiation characterization is performed on all components to provide
baseline data. The results of the pre-test characterization are compared
with Department of Defense specifications. Components are irradiated under
strictly controlled conditions, fixed orientation and geometry, and
predetermined reactor power level and delivered energy. To avoid damaging
susceptible 'components by electrostatic discharge (ESD), established
ESD-prevention procedures are followed whenever components are handled
directly. Several high purity sulfur foils are mounted on a conducting-foam
target base with lithium fluoride thermoluminescent dosimeters to measure
gamma radiation exposure. After the required dosimetry has been mounted,
the electronic components are secured to the target within isodose regions
of known fluence relative to the sulfur foil positions. The target is then
hermetically-sealed within the sample holder which is lowered into the test
stand adjacent to the reactor core. The reactor is then brought to low
power and operated at steady state until the desired energy has been
delivered. A computer monitors a TRICA power channel, integrates the
reactor power level and displays the energy delivered in units of
kilowatt-hours. As soon as the desired energy is reached, the control rods
are dropped as the sample holder is concurrently removed from the fast
irradiator. The sample holder is kept submerged in the reactor tank for a
minimum of 20 minutes to allow for decay of short-lived activation products
to reduce exposure of laboratory personnel to radiation.

4. Post-Irradiation Electrical Characterization and Damage Assessment

r The irradiated components are then removed from the sample holder and
subsequently subjected to a post-irradiation electrical characterization
which is compared to the pre-irradiation test to assess radiation-induced
damage as a function of the delivered l-MeV-equivalent neutron fluence.
Radiation damage and response in semiconductor devices is manifested by
parameter degradation [Ref. 11]. Evaluated parameters may change depending
on the device type, length of time over which it must function or the
environment in which it will be expected to perform.

Determination of component acceptability is based on electrical
end-point limits. These limits represent the maximum tolerance in
electrical performance for the particular application. The setting of these
limits demands a thorough knowledge of the component to be tested, its
interface within an electrical circuit, its operational environment and the
"downstream" effects of its degradation or failure. Although neutron damage
is generally considered as a permanent effect, a significant portion of the

damage anneals In altu and within a short time after the test. Such effects
must be considered as part of the damage assessment for the components.
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4.1. FUTURE EXPERIMENTS

Future experiments are planned to investigate real-time irradiation effects
on the performance characteristics of biased components. These experiments
are designed to observe performance degradation as functions of dose rate
and fluence.

5. Conclusion

A moderate flux nuclear research reactor is an effective system for
providing the radiation types and intensities required for assessing damage
in materials that might be exposed to radiation fields such as space,
military, medical and industrial applications. The radiation field produced
in a reactor can be modified and enhanced to deliver the radiation
component of interest. Thus an intense gammaa.,or neutron flux with a
particular energy distribution can generally be developed. The application
of this capability has been demonstrated here for damage assessment from

fast neutrons to electronic components used in military and other systems.
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ABSTRACT. The Long Duration Exposure Facility (LDEF) provides the first
well quantified data for evaluating the meteoroid and debris environment
models, as well as for evaluation of the synergistic effects of the
low-Earth orbit space environments. Preliminary analysis of the LDEF data
indicates that the cumulative number of impacts received in the spacecraft
velocity (ram) direction were well predicted by the models. However, the
time-dependent and directional distributions were not correctly predicted.
In addition, data from LDEF related to impacts in thermal control paints
indicate previously undocumented impact zone morphologies. Analysis of the
atomic oxygen erosion patterns on these new morphologies may provide a
method for determining the age and time-dependence of the impact features
in these paints.

1. Introduction

Prior to the retrieval of the Long Duration Exposure Facility (LDEF) the
data used in developing models of the small diameter (less than 0.1
millimeters) meteoroid and debris environment came primarily from the Solar
Maximum Mission (SMM) materials returned in 1984. These materials consist
of approximately one square meter of Multiple Layer Insulation (MLI)
blankets and aluminum louvers exposed for approximately four years. The SM
flux and impactor diameter data was subject to errors due to the
possibility of secondary ejecta impacts from the SMM solar panels and
uncertainties in the correlation of penetration diameter to impactor
diameters for different materials and velocities. In addition, the SHM

provided no data for time or directional dependence of the flux.
By contrast LDEF was a gravity-gradient stabilized satellite launched

into a 28.5' inclination circular orbit at 476 km. Exposed for 5 and 3/4
years with one end always pointed towards Earth and one side facing in the
spacecraft velocity (ram) direction, LDEF decayed to - 330 km altitude
before retrieval. LDEF was a twelve-sided open grid structure (- 130 in)

with structural members facing in 26 stable directions. The structural
members were 6061-T6 aluminum (- 15 m2 total area, - 0.6 mz in each
direction). The uniform material simplifies the data analysis by removing
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the effects of differing target materials on crater diameters. Also, there

are no penetrations or back-surface spallations due to the thickness of the
structural members. In addition, the Interplanetary Dust Experiment (IDE)
provided active time and direction dependent data for impacts throughout
LDEFs first year of exposure. LDEF thus provides: 1) the first data for
determining the time-dependent and directional distribution of meteoroids
and debris, 2) uniform structural materials to reduce cratering versus
impactor diameter conversion errors, and 3) more than 10,000 samples of
various materials for determining hypervelocity impact effects in these
materials.

During the LDEF deintegration at Kennedy Space Center, it was noticed
that the thermal control paints and blankets possessed rings surrounding
impact features. These rings covered a very large area and could not be
explained. Examination of these rings to determine damage areas mechanisms,
as well as correlations "with time and impactor energies, has become the
focus of numerous investigations including this one.

2. Method

Using data collected from the LDEF structure, the number of impacts per
square meter versus crater diameter was calculated for each LDEF direction.
Drs. Mulholland and Simon provided data from IDE for the one year flux of
small particles (0.2 to 100 microns diameter) in each LDEF direction. Data
was also collected from aluminum plates which were painted with Chemglaze
A278 white thermal control paint. These plates were exposed to atomic
oxygen (ram direction) and to ultraviolet light (all directions).

Impact features in the painted surfaces were examined to determine
the damage areas and the damage mechanisms. In addition, analysis was
performed to determine whether the damage areas provide information which
allows the determination of the approximate age of craters. All data was
collected using a Wild Leitz M8 stereo microscope.

3. Results

Figure 1 shows the number of impacts per square meter versus crater
diameter for the structural members exposed in the ram direction. The

figure also shows the data for the IDE experiment adjusted from one year
exposure to 5 3/4 years exposure using the assumption that the flux
remained constant throughout the exposure. For comparison, the figure shows

the number of impacts per square meter versus crater diameter as predicted
by: 1) the Cour Palais, et al.. meteoroid environment model (NASA SP-8013,
1969) using the Erickson Kessler velocity distribution model; 2) the

Kessler. at al., debris environment model (NASA TH-100471, 1987) including
the improvements presented by Kessler in 1990; and 3) the composite of
these meteoroid and debris environment models. As shown in the figure, the
LDEF data agree with the models to within a factor of 2 to 3 for crater
diameters greater than 30 microns. For smaller sizes, the LDEF data shows

a much lover flux than predicted. Sources of uncertainty in the comparison

include: cratering mechanics equations used to convert model predictions

F.
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Fig. 1: Comparison of LDEF data to model predictions in the RAM direction.
All curves are based on a 5.75 year exposure.

of impacts diameters to crater diameters; low statistics for large craters;
lack of a beta meteoroid environmient definition; and velocity, direction
and density distribution and debris growth rate models. For this
comparison, the model predictions assumed a constant altitude of 450 kcm fbr
5 3/4 years. In reality LDEF descended to - 330 km by the end of the
mission.

For impacts into the Cheuglaze A278 white thermal control painted
surfaces, the impactor creates a crater which is often surrounded by a
"spallation" region (paint removed around the crater) and a "dome" region
where the paint delaminated and lifted from the substrate but was not

* completely removed. This Is shown in Fig. 2. These front surface foliation
and dome regions extend up to five times the greater diameter in the
substrate.

* Outside the spall region are wrings" (surface deposits on the paint)
which can extend to greater than 20 times the crater diameter as shown in
Fig. 3. The analysis of these rings has shown that some of the rings are
caused by the top layer of paint rolling up and folding back across the top
surface, and these rolls can be detected in the more degraded rings. The
rings are apparently created through surface delaminations of the paint,
followed by atomic oxygen erosion of these materials. Thus, it should be

* possible to use the various erosion states of the rings, as shown in Figs.
4 through 6, to determine the age of the impacts. The very young (Fig. 4)
show very little erosion of the rolled-up layer of paint, whereas the very
old (Fig. 6) show extensive erosion, removing most evidence of these

* layers.
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Fig. 2: Crater in leading edge grapple plate of LDEF. Note raised
domical section. Field of view (FOV) is 1 m.

Fig. 3: Photograph illustrating ring structure comwonly found around
craters on leading edge surfaces. FOV-1.8 m.
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Fig. 4: Photograph of "early" erosion stage of ring structure. This
impact is considered to be very young as its ring structure is still
intact. FOV-5mm.

Fig. 5a: Photograph of Ouiddlem stages of erosion. Rings are still
somewhat intact. FOV-l.O -m and 5mm respectively.
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Fig. 5b: Photograph of 0middle" stages of erosion. Rings are still
somewhat intact. FOV-l.0 mm and 5mm respectively.

Fig. 6: Very "old' stage of erosion. Rings are degraded to invisible.
FOV-4.5 m-.

4. Discussion

The meteoroid and debris model predictions match relatively well to the
LDEF data for large craters. Improvements In data statistics, along with

improved cratering mechanics equations, will probably improve this match.

I
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For the small craters, the LDEF data do not match the model predictions
very well, falling far below the predictions. With the current
understanding of the distribution of meteoroids and debris. and the
assumptions made in this comparison (constant altitude for 5 3/4 years),
the model should over-predict the LDEF flux for all sizes. This is not the
case, showing the need for improvement in the models, especially for the
beta meteoroids and small orbital particles.

The newly reported morphology of "rings" surrounding impact in
thermal control paint have been preliminarily attributed to top surface
delaminations in the paint. Atomic oxygen erosion of the ring structures
may be usable for identifying the actual age of the impact feature. In the
future a test series will be completed to determine the validity of the
proposed age determination methodology. This test series will include
impacts into painted aluminum plates with varying levels of atomic oxygen
exposure (from unexposed to the full LDEF exposure), and will expose impact
features to these levels of atomic oxygen in an attempt to determine aging
characteristics. In addition, on-going work is also examining the rings
surrounding the penetration holes in thermal blanket materials.

The ring structures have a very large diameter (greater than 20 times
the crater dia .etur), thus covering over 400 times the area of the crater.
These areas of damage, outside of the impact crater areas, may be more
detrimental ýo the operation of thermal control materials than the actual
crater area itself. In order to determine the operational effects caused
by meteoroid and debris impacts, future efforts will look at the effect of
the rings on the operational performance of the thermal control materials.
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ABSTRACT. Atomic oxygen resident in low Earth orbit (LEO) impinges upon
orbiting spacecraft such as Space Station Freedom (SSF) with sufficient
flux to cause rapid oxidation and premature failure of organic spacecraft
materials. Protective coatings consisting of metal oxides, fluoropolymer-
filled metal oxides, and silicones can be used to minimize the reaction of
atomic oxygen with organic materials. Such protective coatings are
necessary for the long-term durability of polymeric films such as polyimide
Kapton solar array blankets and other oxidizable materials. Defects in
atomic oxygen protective coatings can enable atomic oxygen to react and
oxidize the underlying polymeric material. The number and area of atomic
oxygen defects is dependent upon surface irregularities, contamination
during protective coating deposition, flexure:or abrasion during materials
processing, and micrometeoroid or debris impact in space. A combination of
ground-based LEO simulation testing, in-space experiments, and Monte Carlo
modeling have been utilized to forecast degradation modes of atomic oxygen
protected materials exposed to sweeping atomic oxygen arrival conditions
such as will occur on SSF.

1. Introduction

As a result of numerous in-space exposure tests of a wide variety of
materials, it is now known that all organic materials are subject to
varying degrees of oxidation by atomic oxygen in LEO. A list of atomic

oxygen erosion yields for a wide variety of materials can be found in
Reference 1. Efforts to identify alternative materials which possess atomic
oxygen durability and meet the mechanical, optical, thermal, electrical,
and other functional requirements demanded by their mission application has
met with only minimal success. As a result, atomic oxygen durability has
been accomplished through the application of protective coatings typically
consisting of metal oxides, metal oxides with the addition of
fluoropolymers, metals, and silicones (Ref. 2]. Such protective coatings
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must themselves be atomic oxygen durable and be applied sufficiently thin
to not adversely affect the required functional properties of the
underlying oxidizable materials. Coating materials have been identified and
demonstrated in space that meet these requirements, however their
application as thin films presents a further complication [Refs. 2, 3].
Thin film deposition on most polymeric surfaces results in defect sites
which allow atomic oxygen to attack the underlying polymeric material. Such
defect sites are a result of deposition on surfaces that contain scratches,
rills, voids, and contaminant particles. In addition, handling and further
processing of materials can result in defects caused by abrasion. Thus, the
effectiveness of atomic oxygen protective coatings and the ultimate
durability of underlying vulnerable materials are primarily dependent upon
the number and size of defects, as well as the nature of the atomic oxygen
interaction processes which occur at the defect sites.

2. Ground Laboratory Evaluation of Atomic Oxygen Protective Coatings

Ground laboratory simulation of LEO atomic oxygen has been performed by a
wide variety of neutral, plasma, and ion beam sources [Ref. 4). Evaluations
of protective coating effectiveness have frequently been performed in RF
plasma ashers where typically, a 15.56 MHz discharge occurs in air or
oxygen at 50-100 mtorr. Such facilities allow atomic oxygen, ionic oxygen,
radicals and Lons, to bombard materials. Thermal energies of a fraction of
an electron volt are associated with arrival from all directions on the
samples being evaluated. Atomic oxygen exposure fluences are measured as
an effective fluence, where the oxidation of a polyimide Kapton control
sample is used to calculate an effective fluence based on comparison with
measured in-space atomic oxygen erosion of Kapton. More energetic directed
neutral or ion beam systems have been useful for comparison of
directionality effects and hold the potential for comparison of relative
atomic oxygen erosion yields of various materials, as well as evaluation
of synergistic effects such as ultraviolet radiation on materials.

The atomic oxygen protection of Kapton H photovoltaic blanket
materials for SSF has been addressed by the use of sputter deposited Sin0
(where x - 1.9-2.0) films which are 1300 A thick [Refs. 5, 61. As
previously mentioned, atomic oxygen defects can occur during fabrication
or as a result of micrometeoroid or debris impact, however the number of
defects occurring in space due to micrometeoroid and debris impact will
probably be small compared to those resulting from deposition and handling
[Ref. 61. Typically, 10 defects/cm2 greater in size than 5 pm diameter are
found in these SiO thin film coatings on Kapton H [Ref. 61. The results
of atomic oxygen exposure of such protected Kapton in RF plasma ashers are
shown in Fig. 1. Figure la is a scanning electron micrograph of

SIC -protected Kapton after plasma asher exposure to a fluence of 4.45 x
10 atoms/c. Figure lb shows the same location after adhesive tape

removal of the SiON protective coating at defect sites. As can be seen
comparing the figures, the atomic oxygen undercutting extends well beyond
the diameter or width of the initial defects in the SiOx-protective
coating. Single direction atomic oxygen exposure in a directed oxygen beam
produces far loss undercutting provided the Kapton is not eroded down to
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(A) PrHor to hdmive tpe r•mot of (1) After aduesve top romval of
atomic oxygs undercut si0(. tim $lOx-protective coetinr.

Fig. 1: Scanning electron photomicrographs of SiOx-protected Kapton after
plasma asher exposure to a fluence of 4.45 x 1020 atoms/cm2 .

a protective coating on the backside of the Kapton. Scattering off the
back-side protective coating would cause wider undercutting by the trapped
atomic oxygen. Two undercut defect sites indicated with an arrow and #3 on
Fig. la are shown at higher magnification in Fig. 2. As can be seen by
comparing the two undercut sites, a wide defect tends to produce a double
indented undercut site, whereas a small defect tends to produce a smaller,
singularly contoured cavity.

Fig. 2: Scanning electron photomicrograph of a large and small undercut
defect site after plasma ashing and subsequent adhesive tape peeling of the
protective coating.

Figure 3 shows a scanning electron micrograph of a sheet of Kapton
H that was sputter-deposited on both sides with 1300 A of SiOx and plasma
ashed to an atomic oxygen fluence of 4.4 x 102 atoms/cm2 . Depending on
which side of the protected Kapton had a defect, the undercut Kapton was
chamfered such that the wider diameter was on the surface where the defect
occurred. As can be seen in Fig. 4, high fluence exposure similar to that
which would be experienced by photovoltaic blankets on SSF after 15 years
in LEO results in extensive undercutting at defect sites, thus greatly
reducing the structural integrity of the sheet. Atomic oxygen protective



916 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

Fig. 3: Photomicrograph of 0.045 mm (2 mil.) Kapton H which was protected
on both sides with 1300A-thick SiOx after plasma asher exposure to'an
atomic oxygen fluence of 4.4 x 1 0 22 atoms/cm2 .

(A) Wi doDoeft. ft) Deoufect.

Fig. 4: Monte Carlo predictions for protective Kapton exposed to atomic
oxygen in an RF plasma asher at defect sites in the protected coating.

coatings on solar concentrator reflector surfaces display some undercutting
processes similar to SiOX-protective coatings [Ref. 7].

3. Monte Carlo Simulation of Atomic Oxygen Interaction with Protected
Materials at Defect Sites in Protective Coatings

A Monte Carlo modeling technique has been developed to simulate atomic
oxygen erosion undercutting processes at defect sites in protective
coatings on polymeric materials [Refs. 8, 91. The Monte Carlo models
utilize a ray tracing technique and assign probabilities of interaction
with the unprotected polymers at defect sites, as well as allowing ejection
and additional chances for reaction of atomic oxygen'which does not react
upon first impact. Figure 4 compares the Monte Carlo predictions for wide
and narrow defects in protective coatings on Kapton exposed to an RF plasma
asher environment. As can be seen by comparison of Fig. 2 and Fig. 4, the
Monte Carlo predictions agree favorably with experimentally observed
results for wide and narrow defect sites in protective coatings on
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polyimide Kapton. Although the Monte Carlo model simulates scratch or crack
defects in protective coatings, and the experimental results shown in Fig.
2 are for circular pin window defects, the undercutting profiles show that
scratches and pin windows appear to have the same general profile. Monte
Carlo predictions for fixed direction space ram and sweeping space ram
atomic oxygen exposure conditions are shown in .Fig. 5. As can be seen,
significant differences in the shape of the undercut pattern are
anticipated to depend on the nature of the atomic oxygen attack. The models
shown in Fig. 5 do not include transverse atomic oxygen velocities
associated with thermal or orbital inclination contributions. Such
transverse velocity contributions should widen the atomic oxygen
undercutting significantly for the normal incidence space ram. Monte Carlo
undercutting predictions for protective coatings over fiberglass epoxy for
a beta cloth (glass fiber matte in an FEP Teflon matrix) indicate that
fibers will not self-shield their polymeric matrix material from atomic
oxygen attack, even if line-of-sight exposure to the uilderlying matrix
material does not exist. This is the result of the scattering of unreacted
atomic oxygen. Experimental evidence has shown the deep loss of matrix
material and fiberglass epoxy in RF plasma ashers to be in agreement with
Monte Carlo model predictions.

(A) UefmLt inef dmo omp~e rem. (Sw iPrfl op5Cmes.

Fig. 5: Monte Carlo predictions for space ram atomic oxygen attack at

protective coating defect sites on polyimide Kapton.

4. Space Test Results of Atomic Oxygen Protective Coatings

The results of in-space exposure of SiO2 , SiO2-4% PTFE, and A1203 protective
coatings on Kapton H are given in References 1 and 3. Such tests indicate
that the application of metal oxide protective films result in significant
reductions in atomic oxygen erosion of materials. The addition of small
percentages of fluoropolymer in SiO2 -protective coatings greatly increases
their strain-to-failure, thus allowing reduced probability of tensile
failure of the protective coating as a result of flexure or tension in the
protected polymeric material. Micrometeoroid or debris impact of
SiO2 -protective coatings causes local cracking but does not cause large
area catastrophic failure of the coating [Ref. 10]. Figure 6 shows the

effect of atomic oxygen undercutting at crack defect sites in aluminized

L
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Kapton multilayer insulation, which was exposed to an atomic oxygen fluence
of 5.77 x 1021 atoms/cm2 on Long Duration Exposure Facility (LDEF). Figure
6a shows the aluminized Kapton with the aluminum film present after
retrieval from LDEF. Figure 6b shows the exact same location with the
1OOOA- thick aluminization chemically removed. As can be seen, significantly
wider atomic oxygen undercutting occurs than the width of the initial
defect. The wide undercutting may be a result of transverse atomic oxygen
velocity components associated with the 1227 K thermal velocity of atomic
oxygen that LDEF was exposed to, and transverse fluxes associated with
scattered atomic oxygen as a result of impingement through openings of an
incompletely removed surface sheet of aluminized Kapton [Ref. 111.

(A) With etwimn. Atuimim dumicetLy rwovd.

Fig. 6: Atomic oxygen undercutting at crack defect sites in aluminized
Kapton multi-Layer insulation exposed on LDEF to an atomic oxygen fluence
of 5.77 x 1021 atoms/cm2 .

5. Summary

Atomic oxygen protective coatings of SiO (x - 1.9-2.0), SiO2 with 41 PTFE
and A1 2 0 3 are effective in increasing the durability of underlying polymer
materials from atomic oxygen attack. Monte Carlo models have been developed
which simulate undercutting phenomena observed in ground laboratory as well
as in-space exposure of materials at defect sites in protective coatings.
Defect sites in thin film protective coatings are the prime cause of atomic
oxygen degradation of protected materials.
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EFFECTS OF ENVIROMEAL CONDITIONS ON THE BEHAVIOk
OF GRAPHITE EPOXY COMPOSITE COUPONS
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ABSTRACT. A laboratory test apparatus, designed to subject a composite
specimen to a low temperature and pressure environment and then load the
specimen to failure in either tension or compression, is described. To
demonstrate this apparatus, a static test program was conducted on 1 6 -ply
T300 graphite/epoxy coupons. Thirty-five coupons, consisting of five
different ply configurations, were loaded in tension under either ambient
or low temperature and pressure conditions. It was observed that
environmental conditions do affect the elastic parameters as well as
tensile strength and strain to failure. The effect was seen to be a
function of ply orientation, with the greatest effects being measured on
(±45)4. coupons where the response to load is dominated by the epoxy
matrix, and least for unidirectional 01. specimens in which the fibers
dominate the structural response. Elastic parameters obtained from the
tests on the 016, (0/90)4, and (±45)4, specimens were input into a finite
element program used to calculate stress-strain response of the two coupons
with different ply configurations. Laboratory tests were conducted on
these specimens and the experimentally measured results for stiffness were
compared with predictions from the finite element analyses. Cood agreement
was obtained for both environmental conditions studied.

1. Introduction

In the past several years there have been many cases of composite materials
being incorporated into structural components. It is likely that in the
future a substantial portion of the metallic materials presently used for
structural purposes will be replaced by non-metalliAc composites. When
compared with metals, composites are attractive to the structural designer
because they have higher ratios of stiffness and strength to mass and
possess good fatigue properties. Since composites have high specific
strength and stiffness, incorporating them into the design of orbiting
satellites and components allows engineers to reduce the structural mass
of the system while maintaining mission requirements.

ihe space environment subjects structures to conditions that can be
significantly different from those experienced on earth. The effect of low
temperatures and pressures may result in performance much different from
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what would be considered typical for earth-based systems. In this study,

* uniaxial tensile tests were conducted on graphite fiber/epoxy matrix
composites at room temperature and pressure and at low temperatures and
pressures. The response of each coupon was measured as it was loaded, and
mechanical properties were determined for the two different environmental
conditions. The primary objective of this study was to investigate the
effect of changes in environmental conditions on the behavior of laminated
coupons made in a variety of ply configurations. Stress-strain curves
obtained for samples tested at room temperature were compared with those
measured at low temperature and pressure, and the effects of these
environmental conditions on strength and elastic modulus were investigated.

2. Test Equipment

A commercially available T300 graphite prepreg tape was used in the
experimental program described in this paper. Composite plates were made
by stacking 30.5cm by 30.5cm sheets of the tape in one of five different
ply configurations. The five lay-ups, all symmetric about the mid-plane,
were:

1) Unidirectional laminates with all fibers
oriented in the direction of the load: (0)' i-8

2) Cross-ply laminates: (0/90),. m-4

3) Angle-ply laminate I: (+45/-45)m m-4
4) Angle-ply laminate II: (0/+45)m m-4
5) Quasi-isotropic laminates: (0/90/+45/-45). m-2

The subscript a defines the number of sublaminate groups within the

laminate, and s refers to symmetry about the specimen mid-plane. In all
tests reported in this paper, m was chosen to make the total number of
plies equal to 16. Each panel was cut into 2.5cm wide 30.5cm long coupons.
All coupons were inspected ultrasonically and found to be free of
fabrication flaws. The test equipment consisted of an environmental
chamber, a high vacuum cryopump system, load frame and temperature and
strain measurement systems. Figure 1 is an overall view of the equipment

used in this study.
The function of the environmental chamber shown in Figure 1 was to

maintain the low temperature and pressure generated by cryopump using
liquid nitrogen as a coolant. A shroud was installed in the chamber around
the specimen to reduce the time required to reach the desired test

conditions. Limits of the chamber as configured in this program were

5 x 10-6 torr and 77"K. Actual test conditions were 9 x 10-8 torr and 150"K
[Ref. 1).

The principal components of the loading system were a 44.6 KN load
frame and load cell and a pair of wedge action grips. To avoid temperature

* effects on the load measurements, the load cell was positioned on the pull
rod of load frame outside the environmental chamber. All tests were
conducted at a constant displacement rate.
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Fig. 1: OSU environmental chamber.

Four thermocouples were installed to measure temperatures in the
chamber and on the specimen. Bonded foil resistance strain gage rosettes
with a useable temperature range of 4 to 560"K and maximum strain ±2Z were
used during the tests to record specimen strain. Figure 2 shows a coupon,
with strain gages and thermocouples attached, mounted in the grips just
prior to the start of a test.

3. Experimental Results

Elastic properties for an orthotropic material system can be obtained from
the results of tests conducted on 0, 0/90, and ±45 laminate coupons. The
properties of interest are El, E, p2, and Ca12. E1 and K2 are the moduli of
elasticity in the fiber and transverse directions, respectively, p2, is
the ratio of transverse strain to strain in the fiber direction, and G12
is the shear modulus. Table 1 lists the elastic parameters obtained from
the test data for the 0, 0/90, and t45 coupons for both the ambient and the
reduced environment conditions. Also listed in the table are the failure
stress and strain for each ply configuration tested. Plots of the measured
stresses and strains for two ply configurations, 0/90 and ±45 are presented
in Figure 3 for both environmental conditions. Note that the modulus is
higher but that tensile strength and strain to failure are typically lower

Itmm m a s m mn nn • m mm - m-
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Fig. 2: Test specimen in chamber.

Table 1. Composite laminate properties.

Eavironmeota Condition Elastic Prpery

E, kPs f, M#12 G,, kPa
Ambient (2950K) 138.75x10' 3.31x10' 0.341 4.90xI01
Low Temperature
Low Pressure 142.3x10' 8.83x10' 0.378 6.55xI0'
(150*K, 9x10' ton')

Ambient Low Temperature (150-K)
(2950K) Low pressure (9x104 torr)

Coupon Tazile Strmnth Failure Tenile Strength Failure
Ot(k) Strain % (kOf) Strain

(O)td 1358 0.91 1048 0.70
(0/19). 669 0.90 S79 0.75
(+45/-45), 103* 1.0* 172* 1.2"
(01+45)4. 882 1.08 627 0.76
(0/90/+451-45)-, 524 1.03 469 0.81

* Strain gages fled
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Fig. 3: Stress strain relationship for composite coupons for both
environmental conditions.

for coupons tested in the low temperature and pressure conditions. This
effect on properties is most pronounced in the ±45 laminates where behavior
is dominated by the matrix.

4. Discussion

With the material parameters obtained from the testing program described
in the previous section, a finite element program developed to analyze
composite laminate structures [Ref. 2] was used to duplicate analytically
the loading conditions the coupons had experienced in the laboratory. The
elastic material constants obtained from the tests on the 0, 0/90, and ±45
coupons were used as inputs, and the response of the 0/45 and quasi-
isotropic laminates to load was calculated. Figure 4 compares the predicted
response of the two configurations with the experimental data for both
environmental conditions. It can be seen that the finite element analysis
predicts slightly smaller loads than were observed in the experiment. This
is most likely the result of some slight stiffening of the coupon caused

by a tendency toward reorientation of the fibers in the direction of

loading as the specimen is tested. In general, however, good agreement

between prediction and experiment was achieved in both cases.

L .. ..... .
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Fig. 4: Comparison of predicted response of the composi~te specimens with

experiment data.
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ABSTRACT. Omnidirectional electron fluxes measured by the Medium Energy
Particle Instrument (D.J. Williams, APL/JHU) flown on the ISEE-1 satellite,
are used to quantify the near earth electron environment. Data from a
magnetometer (C.T. Russell, IGPP/UCLA) flown on the same spacecraft are
also used to assess the validity of the magnetic field models employed to
map the spacecraft orbit into geomagnetic B and L coordinates.

Average fluxes in B and L cells covered by the ISEE-l orbit are
compared with the AE8 data set, the standard NASA model for trapped
electrons. At low altitudes, the two data sets agree qualitatively; at
higher altitudes, the MEPI data imply that the AE8 fluxes fall off too
quickly.

1. Analysis

The ISEE-1 orbit and an apogee of about 24 earth radii, a perigee height
of 270 km and an inclination of 28". Launch was in October 1977, and the
MEPI instrument returned data for two years before a pouer supply unit
failed. The instrument combined a motorized vertical scanning motion with
the spin of the spacecraft to supply omnidirectional electron fluxes in 8
energy channels, ranging from 22 keV to 1.2 MeV. The data used in this
analysis are 5-minute averages.

Using a combination of internal (IGRF 1980) and external (Tsyganenko,
1989) magnetic field models, the coverage of the ISEE-l satellite can be
mapped into geomagnetic B and L coordinates. The geomagnetic space can be
divided into equally sized cells for binning flux measurements. The B and
L coverage of ISEE-1 is plotted in Fig. 1. The geomagnetic equator is
provided for reference. Baseline orbits of several forthcoming ESA
astronomy missions (for which the trapped radiation environment can cause
operational problems) are shown. The initial CRRES orbit is also plotted.

Assuming that flux measurements made in individual B and L cells
follow a log-normal distribution, it is possible to obtain the mean
logarithmic flux together with the standard deviation by plotting the
cumulative frequency against the logarithm of the flux on probability graph
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paper. If the distribution is indeed log-normal, a straight line should
be obtained.

ISEE-i/MEPI COVERAGE IN B AND L SPACE

"#JIe or DATA
POINTS IN oEL

MAGNETIC £OUATOR UmS

III-soe--

3,1

SQ

.J 15 .r

to ISO

II4 13" ,16 I IS•I
U ( GA&SI

Fig. 1: ISEE-1/MEPI coverage in B and L space.

This method can be repeated for each cell covered by the ISEE-1
trajectory to provide the near earth electron flux distribution for each
of the eight MEPI energy channels.
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Figures 2 and 3 show an example of the cumulative probability flux
distribution and electron fluxes as a function of geomagnetic coordinates,
respectively, for the third NEPI energy channel. Direct comparison can be
made with the AE8 model provided by NASA.
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i i"I i I i

75-120 KEV ELECTRONS

1J L - 10 EARTH RADII

B = B (EQUATOR) o0M°0/

IsI

MEAN + STPMCD0 DCV1ATIO4

Id

a 0

lip
I.. I

o Ii I

S I iI I

I I!
i i

,.nt .,.,, g.. 0.m 0., ,.m ,.= ,. ,.53 5..15

F~ig. 2: ISEE-I,/HEPI coverage in B and L apace.
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1SEE-i/MEPI AND AEB 75.0-120.0 KEV ELECTRON FLUXES
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Fig. 3: ISEE-l/i.EEPI and AE8 75.0-120.0 keV electron fluxes.

A very large variation exists in electron fluxes as seen from the
example of the distribution function. Electron fluxes are known to be very
dynamic at high altitudes, but this feature is not reflected by the AE8
electron model, except for standard deviations which are provided for a
subset of the AEB database.
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LOW EARTH ORBIT SPACE PLAS•A HIGH VOLTAGE SYSTEM INTERACTIONS

DALE C. FERGUSON
NASA Lewis Research Center
Cleveland, Ohio, USA 44135

ABSTRACT. Space power systems interact with the low Earth orbit (LEO) space
plasma in two different ways. One way is the steady collection of current
from the plasma onto exposed conductors. The relative currents collected
by different parts of the system will determine the floating potential of
the spacecraft. Also, steady state collected currents may lead to
sputtering or heating of the system by ions or electrons, respectively. The
second type of interaction is a short timescale arc into the space plasma,
which may deplete the spacecraft of stored charge, damage surfaces, and
produce EHI. Such arcs occur at high negative potentials relative to the
space plasma potential, and depend on the steady state ion currents. New
high voltage power systems incorporated into advanced spacecraft and space
platforms may be endangered by these plasma interactions. Recent advances
in laboratory testing end c, :rert collection modeling promise the
capability of control] ag, and rerhaps even using, space plasma
interactions to enable de.ign of reliablb higi. voltage space power systems.

1. Introduction

Previous space power systems have used low voltages, such as 28 V, and have
had minimal interactions with the ionized plasma of th, earth's upper
atmosphere. With no exposed high voltages, such systems will come to an

* equilibrium close to the potential of the surrounding plasma. However, with
the advent of large space power systems has come a desire for high
efficiency power transmission. To power system designers, this implies high
voltage systems, because the distribution losses go up as the square of the
necessary current.

Modern designs for high power space applications typically use
voltages of 160 to 200 V (eg. Space Station Freedom (SSF] and Advanced
Photovoltaic Solar Array [APSAI). With such high distributed voltages,
parts of the system must be at high potentials with respect to the ambient
plasma. In the absence of a hard electrical ground in space, the power
system will take on floating potentials such that electron currents
collected by the more positive parts of the system will be balanced by the
ions collected by the negative areaa. In general, only connected electrical
conductors must obey a "global" current balance condition. Insulators and
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isolated conductors exposed to the plasma will locally balance electron and
ion currents to their surfaces, resulting in a slightly negative surface
potential.

Current balance requires that for unimpeded electron and ion current
collection, the array will float with about 95% of its area negative and
about 5% positive of the plasma potential. For a 160 V solar array hooked
to an insulated structure, the most negative end of the array will be about
152 V negative of the plasma, and the positive end only 8 V positive.
Sputtering and/or dielectric breakdown may result.

If parts of the solar array are forced to be at high positive
potentials relative to the surrounding plasma, undesirable effects may
occur. Above about 100 V positive, solar cells and arrays may collect
anomalously high currents called "snapover", from the belief that they are
caused by high surface potentials on conductors "snapping over", because
of secondary electron effects, onto the surfaces of adjacent insulators.
It may lead to high parasitic current power losses or localized heating on
small exposed areas, which could lehd to pyrolytis of Kapton adjacent to
the conductor.

Ion current collection by conducting surfaces at high negative
potentials is implicated in the second type of interactions - arcing to the
space plasma. Arcs may discharge the entire electrically connected surface
of the spacecraft or array, and are therefore potentially quite
destructive. Solar array arcs into the plasma occur where conductors or
semiconductors collecting ion current from the plasma are adjacent to
insulators, such as coverslides or Kapton.

2. Steady State Current Collection

Figures 1 and 2 show the current collection behavior of a solar array in
a plasma, with its conductors at a potential V relative to the plasma
[Ref. 1]. Electron current collection is depressed for potentials less than
about 100 V. This is because insulators surrounding the exposed conductors
are slightly negative, to repel fast-moving electrons and allow the slower
ions to balance current locally. These potentials, typically three to five
times the plasma electron temperature, extend into space above the
conductor, and may partially choke off the electron current. Above about
100-200 V, there is a transition to anomalously high electron current; the
snapover phenomenon. Though there is disagreement about the mechanism of
snapover [Ref. 2, 3], it may be due to secondary electron emission, where
emitted electrons hop across the insulator until reaching the conductor
surface.

By contrast, notice the extremely small 4.on collection currents. Ion
collection currents are approximately linear with voltage up to where
arcing occurs. Spacecraft speeds are much less than electron thermal
speeds, so electrons are collected from all directions, at the thermal flux
as modified by local potentials. However, the positive ions move much
slower than the spacecraft, so their flux is the ram flux, modified by
local potentials. Electron and ion current densities may be orders of
magnitude lower in spacecraft wakes than in the undisturbed plasma.
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Fig. 1: Electron collection. Fig. 2: Ion collection.

Simple models of array floating potentials yield about a 95% negative
floating fraction. Thus it is reasonable, in the absence of very large ion
collecting areas on the spacecraft, to assume that the array floats wholly
negative; its most positive part at 0 volts relative to the plasma. This
may lead to sputtering.

Sputtering is the physical removal of material from a surface by
impact of incoming atoms or ions. Sputtered material may contaminate
adjacent surfaces. Sputtering starts when exposed conductors are at the
sputtering threshold below the plasma potential, typically between -10 and
-30 volts. Yields are small for energies less than about 100 eV, so
sputtering is only serious for negative potentials greater than this. Near
holes in insulating coatings, sputtering ions will be focused to many times
their undisturbed flux, exacerbating the problem, see Fig. 3 (courtesy of
Joel Herr, Sverdrup Technology, Inc.). All previous space power systems
have generated voltages less than about 100 volts, so sputtering was not
important. However, for Space Station Freedom, sputtering may produce a
loss of about 0.4 mils of material per year [Ref. 4]. Atomic oxygen
protective coatings are usually much thinner than this, and if sputtered
(is near the edges of solar cells), their lifetime will be less than one
year. Even 5 mil coatings may be lost during the lifetime of SSF.
Sputtering problems are especially severe on rapidly switched components,
because all of their insulating surfaces directly above conductors will
usually be at very negative potentials, as the plasma ions cannot react
quickly enough to neutralize the surfaces. Sputter coating may be a problem
for solar cells, for their anti-reflective coatings may lose efficiency if
covered with transparent material, or become opaque if coated with an
opaque material.

Electron collection problems are important if the most negative and
of the array becomes elevated to near the plasma potential. This may occur
on negatively grounded arrays through thruster firings or effluent dumps,
during arcs, or through purposeful increase of ion collection or decrease
of electron current collection. During thruster firings on the negatively
grounded SSF, the arrays may collect up to 10 amps of current [Ref. 41.
This will produce a 1.6 kW parasitic loss in the power system. More
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Fig. 3: Ion paths and equipotentials near an insulation pinhole.

importantly, temperature increases may occur in thin power system traces,
leading to pyrolysis (charring) of Kapton or melting of copper or aluminum
(as recently found by T. Morton, Sverdrup Technology, Inc.). This is only
likely to occur under the following conditions:

1. The current-carrying trace is thin and covered with a poor heat
conductor.

2. A hole large enough to prevent current chokeoff (about 60 mils, [Ref.
5]) but small enough to collect high snapover currents exists in the
insulator covering.

3. The conductive trace is exposed to a high density LEO plasma in the
ram direction.

4. The trace is above + 100 V with respect to the LEO plasma.
5. All above conditions hold for several seconds (perhaps 10 seconds).

Kapton pyrolysis occurred on a test panel-pair of SSF arrays in a vacuum
chamber at + 450 volts [Ref. 6]. The charred area did not spread from the
vicinity of the trace, but did significantly increase the effective
electron current collecting area of the array until it was repaired with
a Kapton patch. In space, holes for pyrolysis might be created by sputter
or atomic oxygen enlargement of debris impact holes, or other array blanket
defects.

It is possible to change the current-collection characteristics of
solar cells and arrays through design practices. R. Chock [Ref. 5] has
found by modeling SSr array current collection with 3-D computer codes
(NASCAP/LEO) that the narrow spacing of the cells acts very well to choke
off electron current collection in ground tests, and will do so somewhat
under space conditions. Chock (Fig. 4) has shown that it may be possible
to increase the overhangs of solar cell coverslides beyond the cell edges,
and/or to decrease the gaps between solar cells, to produce an array which
collects electrons no more efficiently than ions, and thereby to
significantly influence the floating potential behavior of large space
arrays. The manufacturing feasibility of these solutions is now being
evaluated by major solar cell manufacturers. Caulking the gaps between
cells on the most positive segments of solar arrays may be an alternative
method of decreasing array electron collection and producing a more
balanced distribution of array potentials.

I
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Fig. 4: SSF floating potentials with ion collecting area A vs electron
collecting area.

3. Transient Events

Classical solar array arcing is well documented in both ground test and
space flight conditions [Refs. 7, 8]. Figure 5 [Ref. 9] shows the voltage
dependence of the sporadic arc rate for 2x2 and 2x4 cm standard silicon
solar cells on the ground and in space. The same threshold seems to apply
to all these data, about -230 V. SSF solar arrays arced into the plasma
during tank tests at voltages of -205 V [Ref. 10]. It is not known whether
this is the threshold voltage for them. Theories predict that the threshold

* 2 voltage should depend on the conducting material exposed to the plasma, but

* the predictive ability of the existing theories is just now being explored
[Ref. 11].

The arc rate for 2x2 standard cells depends linearly on thd ion
current collected and is a steep power-law of the voltage (at voltages
above threshold). The arcs usually occur directly into the plasma, rather
than to adjacent conductors. There seems to be no strong dependence of arc
rate on number of possible arc sites. This may be due to a reset phenomenon
occurring after each arc. In both ground and space testing, the arc rate
has decreased to a constant level on a timescale of hours after immersion
into the vacuum. Marinelli et al [Ref. 12] have found that this is most
likely due to outgasing of adhesives, and a significant reduction in arc
rate has been achieved by modifying solar cell coverslide adhesion and
cleaning techniques. Increasing the solar cell coveralide overhangs may
decrease the arc rate by decreasing local ion current collection. Chock
[Ref. 5] has found that arc sites on the SSF array in ground tests
preferentially occurred where coveralide overhangs were small. It is
doubtful that such techniques will change the arcing threshold, however.

Arcs similar to classical solar cell arcs may occur on spacecraft
surfaces with a dielectric coating of insufficient strength. Anodized
aluminum surfaces have been seen in ground tests to arc into the plasma at
potentials as small as -80 V. Large negative potentials on spacecraft may
be the result of the electrical power grounding scheme, the voltage on
the arrays, and the relative electron and ion current collection



940 THE BEHAVIOR OF SYSTEMS IN THE SPACE ENVIRONMENT

a-,

N r3

I

U PU I M It l

Fig. 5 : Are rate vs. voltage for LEO ran conditions.

characteristics of the solar arrays. They may therefore be controlled by
changing the array coating potentials through coverslide and gap
specifications, as well as by a proper grounding scheme and proper
coatings. Arcs of all tyfpes seen to discharge the entire connected
capacitance of the power system where they occur, and are therefore
powerful current transfer events.

Figure 6 shows now laboratory results of arc strength versus
connected capacitance in the system [Ref. 13). For large capacitances, as
on very large solar arrays or on large anodized spacecraft structure
panels, peak arc currents may extend to thousands of amps. The limiting
mechanism for peak are currents has not yet been found. It is believed that
large arcs produce a local plasma of such density that sufficient charge
carriers exist for 1000 amp arcs. Large arcs may locally disrupt the
surface, interrupt power for a short time, produce prompt contamination,
and generate copious amounts of electromagnetic interference as shown in
Figure 7 [Ref. 14). It is desirable to limit the potential of spacecraft
systems and arrays with respect to the plasma in order to prevent arcs, or



FERGUSON 941

to at least limit the amount of capacitance available to potential arc
sites.
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Fig. 6: Peak arc currents vs. connected capacitance.

Fig. 7: EMI from solar array arcs.
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PHOTOTHERMAL INVESTIGATION OF GOLD COATED KAPTON SAMPLES
EXPOSED TO ATOMIC OXYGEN
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Singleton Park
Svansea $A2 8PP UK

Abstract. The damage caused by atomic oxygen (ATOX) to coated materials
has for the first time, been investigated using photothermal scanning
techniques. Samples of gold coated polyiuide Kapton were exposed to atomic
oxygen fluences of 3 x 1019 and 3 x 1020 cm- 2 in laboratory sources and
subsequently scanned photothermally. The photothermal signal and phase
correlated with optically visible damage and also showed invisible
subsurface damage around defects.

1. Introduction

A major problem encountered by Low Earth Orbit (LEO) vehicles is
bombardment by atomic oxygen. Materials such as Kapton when subjected to
fluxes of 1015 atoms/cm/sec with energies of = 5eV, are found to have
erosion yields of 2.5 x 10-24 cm3/atom which could mean the total loss of
material during a 10 year flight. Such materials may be protected with a
gold coating which has an insignificant erosion rate. The efficiency of
such a coating may then depend on the initial defects present in the
coating and on the subsequent handling of the coated material. There is
strong evidence that atomic oxygen will attack polyimide substrates through
defects in gold coatings and cause undercutting and subsurface damage

[Refs. 1, 2).
Photothermal nondestructive evaluation (NDE) and characterization of

solids is a growing and powerful technique that has been applied to
numerous problems involving surface and subsurface cracks, inclusions and
delaminations (Ref. 3]. The present paper describes the photothermal
subsurface scanning of gold coated Kapton subjected to atomic oxygen
bombardment.
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2. Apparatus and Experimental Method

The apparatus consisted of an argon ion laser, optical modulator,
piezoelectric detector element or photoacoustic cell, a dual phase lock-in
amplifier, and X-Y translation stages. A computer controlled the
translation stage driver, the lock-in amplifier and data acquisition
system.

The principle of photothermal depth profiling and scanning is that
an intensity modulated laser beam is optically absorbed producing a thermal
wave in the sample. This thermal wave causes a layer of gas above the
sample to be periodically heated giving an acoustic wave which is detected
by a microphone. Alternatively the thermal waves may be detected by a
piezoelectric detector coupled to the rear of the sample. The probe depth,
p, may be varied by changing the modulation frequency f, as p is given by
(a/Xf)2/ 2 , where a is the thermal diffusivity of the sample. Thus
subsurface layers, inclusions or delaminations may be detected due to the
scattering of the thermal waves, which modify both the photothermal signal
and its phase lag. By moving the sample beneath the laser beam an X-Y
raster scan at a particular depth within the sample can be achieved.

Microscope Eyep•

Edge Filter OG570 -
B eam Splitter

Argn -Ion Optical roscope
MFodulator &I Objective

Reference Sample Piezoelectric

Signal

S1tX Stage

ILowNoise Y Stage

STranslation Stage
S~Driver

6Amplifier -Inter23 ace -

iPersonal

Computer

Fig. 1: Block diagram of the experimental apparatus.
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For scans probed from the gold side of the sample a microscope
objective was used to focus the light onto its surface, and the eye pieces,
together with a suitable optical edge filter, enabled visible defects to
be monitored as the scan progressed. Photothermal signal detection was
achieved by bonding the Kapton side of the sample to a piezoelectric
element. Scans from the Kapton side of the sample were performed using
a photoacoustic cell, and the light was focused by means of a lens.

3. Sample Treatment

A 50gm Kapton sample coated with a 100nm of gold was exposed to an atomic
oxygen fluence of 3 x 1019 atoms/cm2 in a laboratory plasma asher. This
sample showed a mass loss of 2.95mg from 25.50mg to 22.55mg. A second 12pm
Kapton sample coated with 50nm of gold was exposed to an atomic oxygen
fluence of 3 x 1020 atoms/cm2 . For both samples the gold was exposed to
the above oxygen flux.

4. Results

Photothermal line scans were performed on the thinner 12Am Kapton sample.
The sample was placed gold side down in a photoacoustic cell and the Kapton
coated with a very thin carbon layer to act as an absorbing medium for the
light. A Kapton thickness of 12pm corresponded to a modulation frequency
of 220Hz, since the thermal diffusivity of Kapton (ak.,tn) is 1 X 10-3
cm2 /s. Figures 2 and 3 show the phase lag of the photoacoustic signal over
a distance of 3mm across the sample, at modulation frequencies ranging from
218Hz to 380Hz. Figure 2 shows a phase scan for an unexposed sample, while
Fig. 3 shows a phase scan in which part of the sample has been exposed to
ATOX, and part has been masked. Damage to the exposed part of the sample
is clearly detectable.

PIAEDERE UAPrON. GOLD

"--AO

218M~
-G0

ý224H&

Fom p

P13. 2: Phase scan of an unexposed sample.
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-...................... m sk area .............. I ....... dsked are ..........

Fig. 3: Phase scan of an sample with part of the sample exposed to ATOX.

The 50pm Kapton sample was bonded with its gold side up to a
piezoelectric detector element. Before scanning the sample was
photographed, and a visible area of damage was selected, shown in Fig. 4.
An X-Y photothermal scan was performed of this region. A higher modulation
frequency, 1.8kHz, was chosen corresponding to a probe depth of 4pm into
the Kapton. Thermal wave images of the area were produced comprising of 100
x 100 points at 10pm intervals across the surface, plotted for both the
signal magnitude and the phase lag, over a total scan area of 1mmn2 . A
tightly focused laser spot 10pm waa produced by using a microscope
objective, and the power of the laser was kept down to prevent damage to
the sample.

Fig. 4: Optical photograph of sample damage.

-.4
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Figure 5 shows the photothermal signal magnitude response across the
1mm2 area. This response correlates with the optical image of the sample,
since the magnitude of the thermal wave is dependent upon the iptical
absorption of the material. An increase in the signal is seeu in the area
where the gold layer is missing totally, due to an increase in the optical
absorption of this area. At the edge of this damaged area the signal
decreases. This coincides with the areas in which the gold is being
undercut by ATOX damage. Thermal waves generated in the gold layer are
attenuated by the additional air layer, preventing their transmission into
the Kapton substrate and hence reducing the detected photothermal signal.
A second region of lower signal can be seen in the top right of the area,
which also implies delamination.

Figure 6 shows the phase lag of the photothermal signal across the
sample. The variatioiis in the phase lag are caused by differences in
thermal wave velocities at the different points on che sample surface.
Delamination causes an increase in this lag and hence predicts large scale
damage.

U

'A1

Fig. 5: Photothermal signal scan of damage in millivolts at 1.8 klz
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4*l

Fig. 6: Photothermal phase scan of damage in degrees at 1.8 kHz

5. Conclusion

Photothermal NDE methods have been used to characterize the damage caused
to gold coated Kapton by atomic oxygen bombardment. Comparison of the
photothermal scans with the optical images, indicate regions of
delamination undetectable optically, as well as the undercutting of the
gold by atomic oxygen at initial defect sites. The phase lag scans are more
sensitive than the photothermal signal scans to delamination sites.
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